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De n n i s T r e w i n

Au s t r a l i a n S t a t i s t i c i a n

To assist users of Australian Bureau of Statistics (ABS) time series data to identify and

analyse the underlying movement of  the series, the ABS publishes trend estimates along

with seasonally adjusted and original estimates. Increasingly, the main features section

and commentaries concerning time series emphasise the trend series, rather than the

seasonally adjusted or original data.

This Information Paper explains the statistical concepts and notions that underpin the

statistical procedures employed by the ABS to obtain the trend estimates. It is not

intended as a complete technical reference, but it does describe in some detail the

smoothing techniques used to produce the trend estimates. Details of the smoothing

filters used to produce trend estimates are given, including the preliminary filters used

towards the end of the time series. The unavoidable use of these preliminary filters at the

end of the series is one of the reasons that the most recent trend estimates are subject to

subsequent revision.

I would particularly like to thank Mr. John Zarb, former director of Time Series Analysis

Section, ABS, who over many years worked to improve the understanding and use of

official time series, particularly the trend estimates, and who drafted the original

manuscript.  Thanks are also due to several other staff ABS staff members for their

valuable contribution to the final manuscript, most noteably to Dr. Katrina Hicks and Dr.

Mark Zhang.

We hope the Information Paper will help users appreciate the usefulness of trend

estimates, and interpret the published time series effectively.

A GU I D E TO

IN T E R P R E T I N G T I M E

SE R I E S — MO N I T O R I N G

' T R E N D S '
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Reserve Bank of AustraliaRBA

original seriesO

infinityInf

irregularI

gross operating surplusGOS

gross domestic productGDP
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Consumer Price IndexCPI
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autoregressive integrated moving averageARIMA

Australian Bureau of StatisticsABS

million dollars$m

billion (thousand million) dollars$b

thousand'000
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CHAP T E R 1 IN T R O D U C T I O N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

When interest centres on the fundamental direction of a series, ignoring short-term

irregular fluctuations, the ABS trend estimates provide smoothed figures with a number

of desirable properties, as will be described in detail in this paper. While these trend

estimates are generally reliable, there are nevertheless instances where the usefulness of

the trend estimates is reduced, either by the high degree of irregularity contained in the

original and seasonally adjusted series, or where the time series characteristics of the

original data change abruptly. In such cases care must be exercised when using the trend

series to make interpretations about real world events, although this consideration also

applies to the use of original and seasonally adjusted series in these situations, even to a

larger extent.

The ABS generally recommends that those using its time series for business or policy

decisions concerned with non-seasonal and non-irregular matters, should give the

greatest emphasis to the relevant trend series, bearing in mind the strengths and

limitations that will be discussed in this Information Paper.

TR E N D ES T I M A T E S

Regular readers of ABS publications will have noticed that the Main Features section and

the commentaries concerning time series emphasise the trend series rather than the

seasonally adjusted or original series. This Information Paper explains this emphasis,

before going on to discuss the derivation and properties of the ABS trend estimates, and

some of the practical considerations that must be taken into account when interpreting

such estimates. Details of the procedure used to derive the ABS trend estimates have

been discussed previously in the Information Paper: A Guide to Smoothing Time Series

— Estimates of ‘Trend’ (cat. no. 1316.0), 1987. The companion paper Information

Paper: Time Series Decomposition — An Overview (cat. no. 1317.0), 1987, also provides

some motivation for the derivation of trend estimates.

Time series data enable us to assess how real world forces affect levels of social and

economic activities over time. However, looked at on a period to period basis, these

series are typically volatile, and to understand the underlying level of socioeconomic

activity a smoothing mechanism is required. Analysts frequently use sub-optimal

smoothing mechanisms that can distort the signals in the data. The ABS produces a

trend series which is designed to reflect the longer term behaviour of the series, as a

better alternative to the many univariate smoothing procedures in general use.

BA C K G R O U N D
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Many series react to regular calendar related events in a consistent and predictable

manner. The most commonly observed type of calendar related behaviour is the cyclical

pattern that evolves as a result of the changes in the seasons; consider the increase in

energy consumption with the onset of winter for example. Other cyclical patterns, such

as the upswing in retail sales in November and December as a prelude to Christmas,

emerge as a result of fixed calendar related events. These cyclical patterns, referred to as

seasonal cycles, are not the only patterns of behaviour resulting from regular calendar

related occurrences. Other calendar related patterns of behaviour include trading or

working day patterns, payday effects, and the systematic patterns of behaviour that can

occur as a result of the effects of moving holidays.

Trading, or working day patterns, are purely calendar related behaviours which arise

when there is greater activity occurring on some days of the week than on others. The

effect arises because each day of the week can occur a different number of times from

month to month and year to year (the number of times a particular day of the week

occurs in a given month depending on the number of days in the month, and the way

the days of the week are distributed in that month in that year). If more activity generally

occurs on some days of the week than on others, then the number of times each day

2.1.1 Systemat ic calendar

related effects

Any time series can be thought of as a combination of three broad and distinctly different

types of behaviour, each representing the impact of certain types of real world events on

the information being collected. The three components of behaviour are: the systematic

calendar related effects, the irregular fluctuations and the trend behaviour. The

contribution of each of these behaviours varies from series to series, and indeed

throughout time for a given series, depending on the nature of the interactions between

real world events and the data of interest. Fortunately, however, these behaviours display

distinctly different characteristics, and this enables them to be identified and quantified

for a given series, as long as sufficient data is available.

2 . 1 CO M P O N E N T S OF A

T I M E SE R I E S

The time series collected by the ABS are statistical records of real world phenomena,

measured at regular intervals of time, over relatively long periods. For example, the

Employed Persons figures collected monthly since February 1978 form a time series, as

do the monthly Retail Trade figures, and the quarterly Balance of Payment figures.

However, many other collections run by the ABS do not give rise to time series. Such

examples include the Time Use Survey, which is run irregularly, and the Survey of

Aspects of Literacy, which has been run only once. The advantage in considering data

that forms a time series is that patterns of behaviour can be revealed over time, enabling

current estimates to be placed into a more meaningful historical perspective. This in turn

permits analysts to describe the current state of play, relative to earlier outcomes.

Monthly series will be used primarily for illustration throughout this paper, although the

concepts, principles and methods discussed, also apply to other time series whose data

are collected at regular intervals of time, such as half yearly, quarterly, fortnightly,

weekly, etc. In those instances when time series are discussed without reference to a

specific collection frequency, the general term 'period' will be used to indicate the

regular interval of time between data collections. For monthly series the period between

data collections is a month, for quarterly series the period between data collections is a

quarter, and so on.

2 . 0  OV E R V I E W
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occurs within each month will have an impact on the behaviour of the series of reported

monthly figures (for example, if more activity generally occurs on Thursdays, then a

greater level of activity is likely to be reported for a month containing five Thursdays

than for a month containing four Thursdays, regardless of how activity levels are

changing from month to month). The result is a systematic pattern of behaviour which is

based entirely on the calendar enforced manner in which the days of the week are

distributed across months throughout the years.

Payday effects arise in a similar manner to trading or working day effects. Some paydays

occur fortnightly, and therefore there may be either two or three paydays for a given

month, depending on the month and year considered. Consequently, an original

monthly payroll series can exhibit large rises and falls from month to month and year to

year, based solely on the number of paydays in each month. This influence of the

changing number of paydays in a month may also permeate series which are dependent

on wages and salaries.

As already indicated above, fixed holidays, such as Christmas, can have an impact on the

behaviour of a series. In such cases, the impact on behaviour is consistent, operating at

exactly the same point in time each year, and results in the appearance of seasonal

cycles. Moving holidays are holidays or events which do not occur in a fixed calendar day

from year to year. In particular, they may occur in different months. Moving holidays can

also impact on the behaviour of the series, but they do not necessarily affect the same

month of the series every year, and consequently, do not necessarily take the form of

seasonal cycles. Easter, for example, is a moving holiday which is usually observed in

April, but occasionally falls in March, or straddles the end of March and the start of April.

This holiday may affect activity in those months as it shifts from one month to the other

over the years, resulting in the appearance of non-cyclical calendar related patterns of

behaviour.

When the history of an original time series is examined, the various real world influences

referred to above can all be seen to operate within the series in a sustained, predictable,

and purely calendar related manner. It is these attributes which permit the identification

and estimation of their effects upon the series, when sufficient data is available. As these

influences have a relatively predictable impact on the behaviour of time series, some

analysts have sought to remove their effects from the original data in order to more

clearly determine the underlying behaviour of the series. When the systematic calendar

related effects are removed from the original data, the resulting series is said to be

seasonally adjusted. Henceforth, the cumbersome phrase 'systematic calendar related

effects' will be replaced by 'seasonal effects', but it should be noted that the term

seasonal is now used in its broadest sense to represent not only seasonal cycles, but also

trading and working day effects, payday effects and the impact of moving holidays.

When the seasonal effects are removed from the original series, the seasonally adjusted

series still represents the interaction of two remaining distinctly different behaviours: the

irregular fluctuations and the trend behaviour.

2.1.1 Systemat ic calendar

related effects  continued
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The trend of a series represents the fundamental, or underlying behaviour of the series.

It captures the long-term behaviour of the series as well as the various medium-term

business cycles. In contrast to the irregular fluctuations, the trend does not frequently

change direction from period to period and in fact, trend movements are generally quite

smooth and gradual in comparison. Furthermore, unlike the seasonal effects, the trend's

turning points are not calendar related, for while the turning points of the 'business

cycles' recur, they do not necessarily do so at fixed calendar intervals.

It should be noted that there are many interpretations commonly applied to the term

trend. Throughout this paper, trend will be used to refer to the underlying path traced

by the medium and long-term cyclical behaviour of the series. Equivalently, trend can be

considered to represent the underlying series remaining after removing the seasonal

effects from the original data and smoothing out the irregular fluctuations. Where

interest centres on the direction of the underlying series behaviour at a given time the

2.1.3 Trend behaviour

The irregular, or residual, fluctuations arise from the hiccups and transient activities that

occur in socioeconomic behaviour, as well as the sampling and non-sampling errors that

occur as a result of the way the data is collected. These fluctuations often contribute to a

large proportion of the non-systematic volatility observed in the behaviour of a given

series. Examples of transient socioeconomic effects include the impacts of certain

industrial disputes and natural disasters, as well as the impact of the occasional

importation of large pieces of military hardware, such as destroyers, or large pieces of

capital equipment, such as oil rigs, jumbo jets or satellites. For those series derived from

sample surveys, there will be the impact of sampling error, that is, the variability that

occurs by chance because a sample, rather than the entire population, is surveyed. There

will also be non-sampling statistical error, which represents the inaccuracies that may

occur because of imperfections in reporting by respondents, errors made in collection,

such as recording and coding of data, and errors made in processing the data to its final

form. While attempts are made to minimise the occurrence of non-sampling statistical

errors, they will nevertheless occur in any data collection, regardless of whether it is a

sample survey or a full count. Sampling and non-sampling errors tend to affect the

volatility of a series.

Given the nature of the influences producing this component of behaviour, the irregular

fluctuations represent the effect of short-term influences upon the series. Their

contribution to a series will generally change in magnitude and direction from period to

period, which contrasts markedly with the regular behaviour of the seasonal effects

described above, and may in large part represent the effect of 'artificial' and

non-economic factors, such as statistical errors. In many situations, the irregular

fluctuations are thought of as unpredictable, random like behaviour, which mask the

underlying, substantive behaviour of the series. In general this behaviour is not usually

regarded as relevant to business decisions or policy advice.

The irregular fluctuations can also be thought of as the residual component of behaviour

remaining once the seasonal effects and trend component have been removed. As this is

the way in which the components are estimated in practice, the ABS prefers to use the

term residual/irregular fluctuations to refer to the component of behaviour resulting

from irregular influences.

2.1.2 Irregular/ res idual

fluctuations
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While it is natural to think of a time series as representing a collection of information

across a given interval of time, there is a second, less intuitive, but very powerful way of

interpreting any series. A time series can also be thought of as representing the complex

interaction of many cycles of behaviour of different strengths across a wide range of

frequencies. This part of the paper deals with the consideration of time series from this

perspective.

The idea of breaking a time series up into cycles is not actually such a surprising concept,

given the above discussion of the three components of time series behaviour. The

seasonal cycles, for instance, were a substantial component of the set of systematic

calendar related effects discussed earlier. These cycles were distinct patterns of

behaviour which repeated throughout the year, either on an annual basis, such as when

Christmas has an impact on the time series data being collected, or on a more frequent

basis. The trend behaviour, also, was described in relation to cyclical behaviour,

2 . 2 TH E SP E C T R U M OF A

T I M E SE R I E S

Any time series is composed of the three components of behaviour described above, the

seasonal effects, the trend behaviour and the irregular fluctuations. The best method of  

breaking a time series into these components varies from series to series. Although there

are many potential models for describing how these components fit together in a given

series, only two models will be considered here. These two models allow the choice of

two simple methods which can be used to approximately break any time series down

into its three basic components of behaviour.

The first model is the additive model, in which a time series is thought to be the sum of

the three basic components of behaviour. If   is used to denote the original timeOt

series,   to denote the seasonal effects,   to denote the trend behaviour and   toSt Tt It

denote the irregular fluctuations, the additive model can be represented symbolically as

 (2.1)Ot = Tt + St + It

This model is most appropriate for series in which the behaviour of the irregular

fluctuations and the seasonal effects are independent of the trend behaviour; in

particular, the seasonal effects behave in a constant manner from year to year regardless

of the size of the other components.

The second model is the multiplicative model, in which a time series is thought to be the

product of the three basic components of behaviour. This relationship can be

represented symbolically as

 (2.2)Ot = Tt % St % It

This model is most appropriate for series in which the behaviour of the irregular

fluctuations and the seasonal effects varies in a particular manner dependent on the

behaviour of the trend; in particular, the seasonal effects become more pronounced the

higher the level of the trend, and less pronounced the lower the level of the trend (that

is, a proportional relationship is maintained). The majority of series analysed by the ABS

display the characteristics of the multiplicative time series model.

2.1.4 Decomposit ion of

time series

paper will refer to the direction of the trend, whether the long-term pattern of behaviour

is showing an increase, or a decrease.

2.1.3 Trend behaviour

continued
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consisting of the long-term behaviour of the series and the medium-term business

cycles.

Before going on to discuss the complete cyclical breakdown of a series, it is important to

clarify some terminology. The term 'cycle' will be used broadly to refer to a repeating

pattern of behaviour, while the term 'cycle length' refers to the length of time it takes for

the pattern of behaviour to complete exactly once. Additionally, the term 'frequency' will

be used to describe the number of times a cycle repeats in a given span of time. It should

be noted that a seasonal cycle of 12 months length recurs with a frequency of once a

year, whereas a cycle of length 6 months occurs with a higher frequency of twice a year.

On the other hand, a relatively long cycle, such as a business cycles, say roughly 5 years

long, occurs with a lower frequency of 1/5 per year. Thus the terms 'cycles' and

'frequencies' are complementary, and will often be used interchangeably throughout this

paper: a 'long cycle' is equivalent to a 'low frequency', and a 'short cycle' is equivalent to a

'high frequency'.

Throughout this paper, the decomposition of a time series into cycles will be considered

through the use of a particular diagnostic tool called the spectrum. Broadly speaking, the

spectrum of a time series indicates graphically what proportion of series variation, or

behaviour, is attributable to particular cycles in the series (see graph 2.1 for an example).

The horizontal axis of a spectrum portrays all the possible cycle lengths observable in the

time series. If the series is collected regularly every period, whether that be every month,

quarter, year, or some other regular period of time, then the range of these cycles

extends from two periods long at the far right hand end to cycles approaching an

infinitely long duration at the far left hand end. The vertical axis of the spectrum then

reflects the contribution of each cycle, in the above range, to the variance of a particular

series. This just means that the greater the 'height' a particular cycle scores on the

vertical axis compared with some other cycle, the greater is its contribution to the

variation in the series. This measure will be referred to as the cycle's 'contribution' or

'power'. In a sense it represents the dominance of a particular cycle or wave in a series.

The total area under the spectrum graph then represents the degree of variation in a

series, the greater the area, the greater the variability in the way the series behaves.

In graph 2.1, two hypothetical spectra are given. Inspection of the spectrum for series A

shows that series A has a spike (i.e. displays more power) at cycles about 12 periods,

than at any other range of cycles in it. On the other hand, the power of cycles in series B

increases as the cycles pass from long to shorter length, that is, from low to higher

frequencies. Comparing the two spectra, it can be seen that the spectrum for series B

has more area under its graph overall than does the spectrum for series A, indicating that

series B has the more variable behaviour of the two series.

2 . 2 TH E SP E C T R U M OF A

T I M E SE R I E S  continued
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The horizontal axis in the above graph is broken up into six equal sized segments,

marked off from the left by cycles of length 12, 6, 4, 3, 2.4 and 2 periods, respectively.

This scale may seem a little unusual, however it is related directly to the notion of cycle

frequency being complementary to cycle length. A cycle that has a length of 12 periods,

for instance, is a cycle that occurs once each 12 periods, so that 1/12th of the cycle is

covered over a period. For a cycle that occurs every 6 periods, 1/6th (or 2/12ths) of the

cycle is covered over a period, and so on. Thus the frequency of a cycle is given by

1/(cycle length). Consequently, the values marked off on the horizontal axis from left to

right represent cycles that occur with frequency 1/12th over a period, 2/12ths over a

period, 3/12ths over a period and so on. Therefore, from a frequency perspective, the

segments marked off represent equal distances. Cycle lengths, rather than the

corresponding frequencies, are used to label the horizontal axis, because cycle lengths

are easier to deal with, especially in relation to monthly data.

Examination of many spectra has shown that when seasonal cycles are present in

monthly data, they are visible in the spectrum as peaks at any or all of the following cycle

lengths, 12 months, 6 months, 4 months, 3 months, 2.4 months and 2 months,

corresponding to cycles occurring 1, 2, 3, 4, 5, or 6 times a year, respectively (although

even when such a peak is present in the spectrum of a series, the cyclical pattern of

behaviour may not be readily observable in the original data). The other systematic

calendar related effects (trading day, payday and moving holiday) do not exhibit such a

consistent pattern of behaviour, although generally, the majority of the spectral peaks

associated with these effects are concentrated in the higher frequency cycle range,

particularly in the range of 2 to 6 months. Graph 2.2 shows the spectral estimates of the

different components of Australian total adult male employed series.

GRAPH 2.1   STYL ISED EXAMPLES OF SPECTRA2 . 2 TH E SP E C T R U M OF A

T I M E SE R I E S  continued
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When all the seasonal effects are removed from the original series, the resulting

seasonally adjusted series reflects the interaction of just two components of the original

series behaviour, the trend, and the irregular fluctuations. The trend contributes to the

behaviour of the spectrum around cycles of longer duration, as the trend is the long

term underlying behaviour of the series, while the spectral pattern for cycles of shorter

duration is dominated by the irregular fluctuations. The nature of this relationship

means that considering series behaviour from a cycle structure perspective can be very

useful in trying to isolate the trend behaviour of the original time series, and this

relationship will be referred to frequently throughout the remainder of the paper.
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An important feature of time series is that they allow analysts to understand changes in

socioeconomic activity in time. The seasonally adjusted series has had the seasonal

effects removed and this helps analysts isolate the underlying behaviour of the series.

However the irregular fluctuations are still present in the seasonally adjusted series and

smoothing mechanisms are frequently applied to determine the underlying behaviour.

Unfortunately, not all smoothing mechanisms are equally useful and some of those

commonly applied actually increase the emphasis on the irregular component of series

behaviour. Other indicators actually give a distorted impression of turning points in

underlying activity levels, or delay their detection.

In this Chapter, some of the most commonly applied 'naive' smoothing mechanisms of

time series are evaluated and some of the problems associated with them discussed. In

particular, the approaches are evaluated with regard to how well they capture the

underlying component of series behaviour that represents the impact of non-seasonal

and non-irregular influences upon the series (this is the component of series behaviour

the ABS trending procedure attempts to estimate, in order to produce an indicator of

underlying socioeconomic activity). The indicators that will be considered are:

! period to period growth

! year apart growth

! moving annual sums and averages

! annual growth rates

! growth in the three months

! annualised growth rates

These forms of analysis, as commonly applied, have three major disadvantages. They can

delay the changes in the behaviour of the series (phase shift), they can distort the

underlying shape of the series, and some of them can actually amplify the irregularity

and volatility in the series. Throughout the chapter, these deficiencies will be illustrated

through the use of a typical series of data collected by the ABS.

Table 3.1 compares the performance of various popular forms of analysis at pinpointing

the turning points of a major economic indicator. It reports the timing of selected

turning points for Unemployed Persons as indicated by the other various possible forms

of analysis relative to the turning points apparent in the trend series published by the

ABS. For example, the turning point detected as occurring between June and July 1995 in

the trend series, is indicated as occurring between March and April 1996 according to the

yearly percentage change of the seasonally adjusted series and so on. The table

containing the series and the formulae for various of common smoothing methods on

which table 3.1 is based is contained in Appendix 1. The monthly percentage change of

seasonally adjusted movements series which appears in column 3 of Appendix 1, has not

been included in this table. This is because the constantly changing direction of the

movements in this series make it difficult to detect when, if ever, the series identifies the

turning points detected by the other methods.

3 . 0  OV E R V I E W
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The ABS trend estimates, once historically finalised, accurately identify the turning points

as can be seen in graph 3.1, with both the seasonally adjusted and ABS trend series for

the Unemployed Persons series. The method used by the ABS to obtain trend estimates

in Chapter 4. It does have some limitations and these will be discussed in detail in

Chapters 5 and 6. The remainder of Chapter 3 elaborates on the problems associated

with a variety of commonly used naive methods for deriving indicators of the underlying

behaviour of a time series.

3 monthsJul/ Aug 199710. Annualised half yearly change seasonally adjusted 3-month
4 monthsAug/ Sep 19979. Annualised 6-month to previous 6-months
1 monthMay/ Jun19978. Annualised 3-month to previous 3-months

3 monthsJul/ Aug 19977. 6-month smoothed percentage change annualised
5 monthsSep/ Oct 19976. Yearly percentage change of 3-month
1 monthMay/ Jun 19975. Quarterly percentage change of 3-month

9 monthsJan/ Feb 19984. Yearly percentage change of moving annual sum
3 monthsJul/ Aug 19973. Monthly percentage change of moving annual sum
3 monthsJul/ Aug 19972. Yearly percentage change of seasonally adjusted

naApr/ May 19971. Monthly percentage change of trend

4 monthsOct/ Nov 199510. Annualised half yearly change seasonally adjusted 3-month
7 monthsJan/ Feb 19969. Annualised 6-month to previous 6-months
2 monthsAug/ Sep 19958. Annualised 3-month to previous 3-months
3 monthsSep/ Oct 19957. 6-month smoothed percentage change annualised
9 monthsMar/ Apr 19966. Yearly percentage change of 3-month
2 monthsAug/ Sep 19955. Quarterly percentage change of 3-month

14 monthsAug/ Sep 19964. Yearly percentage change of moving annual sum
9 monthsMar/ Apr 19963. Monthly percentage change of moving annual sum
9 monthsMar/ Apr 19962. Yearly percentage change of seasonally adjusted

naJun/ Jul 19951. Monthly percentage change of trend

3 monthsJan/ Feb 199010. Annualised half yearly change seasonally adjusted 3-month
4 monthsFeb/ Mar 19909. Annualised 6-month to previous 6-months
3 monthsJan/ Feb 19908. Annualised 3-month to previous 3-months
2 monthsDec/ Jan 19907. 6-month smoothed percentage change annualised
5 monthsMar/ Apr 19906. Yearly percentage change of 3-month
3 monthsJan/ Feb 19905. Quarterly percentage change of 3-month
9 monthsJul/ Aug 19904. Yearly percentage change of moving annual sum
4 monthsFeb/ Mar 19903. Monthly percentage change of moving annual sum
4 monthsFeb/ Mar 19902. Yearly percentage change of seasonally adjusted

naOct/ Nov 19891. Monthly percentage change of trend

DelayTurning PointsMethods

TABLE 3.1  COMPARISONS OF VARIOUS FORMS OF ANALYS IS AT
LOCAT ING TURNING POINTS OF THE TREND

3. 0  OV E R V I E W  continued
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Analysts often focus on the period to period movements of the seasonally adjusted series

to determine, in general, or at a specific time, whether socioeconomic forces are

resulting in an increase in activity, a decline, or whether there is a change in behaviour.

However, the problem with using this method to determine the underlying impact of

socioeconomic forces lies in the fact that the seasonally adjusted series incorporates not

just the underlying trend component of series behaviour, but also the irregular

fluctuations. The period to period movements of the seasonally adjusted series turn out

to be heavily dependent on the behaviour of these irregular fluctuations, much more so,

in fact, than on the underlying behaviour of the series. To illustrate the nature of this

problem, it is necessary to introduce the notion of the first-difference operator and

investigate the impact of this operator on the seasonally adjusted series.

The first-difference operator,  ,is the mathematical operator used to generate period to!

period movements in a series (there are other difference operators used to generate

longer term series movements). If  denotes the seasonally adjusted series at time t,SAt

then the period to period movement in  at time t is denoted by,  that isSAt !SAt

(3.1)!SAt = SAt − SAt−1

Thus the effect of applying the first-difference operator to the series, or first-differencing

the series, is just to look at the change in consecutive series values. Unfortunately, the

first-difference operator amplifies any short-term irregularity, or volatility, in a time

series.

As previously discussed, any time series can not only be considered to be a collection of

values over time, it can also be thought of as a collection of cycles, of varying strengths,

across a wide range of frequencies. Consequently, the effect of applying the

first-difference operator to a series can be considered by looking at the effect of applying

this operator to all possible cycles that may be observed to occur within the series. For

example, consider the effect the first-difference operator has upon a cycle which repeats

every two periods. Graph 3.2 shows a two period cycle and also plots the values which

result when the period to period movements of this cycle are calculated. The graph

3 . 1  PE R I O D TO PE R I O D

MO V E M E N T S W I T H O U T

SM O O T H I N G

GRAPH 3.1  ABS TREND INDICATOR FOR UNEMPLOYED PERSONS3. 0  OV E R V I E W  continued
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If a similar process was to be undertaken for cycles of all possible frequencies, then the

effect on the strength of cycles, as measured by amplitude, would be as depicted in

graph 3.4. Graph 3.4 shows to what extent the amplitudes of various cycles within a

series are altered when the series is first-differenced. The vertical axis indicates the

GRAPH 3.3  EFFECT OF FIRST-D IFFERENCING ON TWELVE PERIOD
CYCLES

GRAPH 3.2  EFFECT OF FIRST-D IFFERENCING ON TWO PERIOD
CYCLES

shows that the effect of taking the first-difference of a series of data values forming a

cycle of length two periods, is to produce a more variable series, the amplitude of the

resulting cycle being twice the amplitude of the original cycle. Similarly, consider the

impact of the first-difference operator on a cycle of length twelve periods (a seasonal

cycle in monthly data). Graph 3.3 shows that this time, the differenced values form a

cycle with less strength than the original cycle, the amplitude of the cycle in fact having

been halved after the process of taking the first-difference.

3 . 1  PE R I O D TO PE R I O D

MO V E M E N T S W I T H O U T

SM O O T H I N G  continued
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For a seasonally adjusted series, longer length cycles tend to be related to the trend

behaviour, while shorter length cycles tend to be related to the irregular fluctuations.

Consequently, the information displayed in graph 3.4 indicates that the series of

first-differenced values from the seasonally adjusted series is even more dominated by

the behaviour of the irregular fluctuations than the seasonally adjusted series itself.

Considering column 3 of Appendix 1, it can be seen that the movements in the

seasonally adjusted Unemployed Persons series, expressed as a percentage, are very

irregular. These movements change from being positive to negative or vice versa very

frequently and as indicators of underlying economic activity, they would imply the

direction of the economy was changing direction almost continuously. This can be

compared with the percentage movements of the ABS trend series, a series designed to

capture the timing of turning points in the underlying behaviour of the series as

accurately as possible. This series signals comparatively few turning points in the

economy.

Through the above discussion, it can be seen that the question of whether the

movements of the seasonally adjusted series are a reasonable indicator of the underlying

direction of the series, will depend on the degree of irregularity present in the seasonally

adjusted series in the first place. In particular, if period to period movements are to

reflect underlying behaviour rather than irregular behaviour, then these movements

need to be calculated only from series containing very little irregularity, otherwise the

behaviour of the irregular component will completely swamp the behaviour of the trend.

GRAPH 3.4  EFFECT OF THE FIRST DIFFERENCE OPERATOR ON
CYCLES

percentage of a particular cycle's amplitude which remains after the first difference

operator has been applied to the data. The graph shows that the only cycle with

unaltered amplitude is the cycle that occurs every six periods. Cycles of shorter length

have their amplitude increased, while those that are longer have their amplitude

decreased. In other words cycles of shorter duration have their influence increased,

while those of longer duration have their influence reduced.

3 . 1  PE R I O D TO PE R I O D

MO V E M E N T S W I T H O U T

SM O O T H I N G  continued

A B S • A GU I D E T O I N T E R P R E T I N G T I M E SE R I E S — MO N I T O R I N G T R E N D S • 1 3 4 9 . 0 • 2 0 0 3 15

CH A P T E R 3 • CO M M O N 'N A I V E ' ME T H O D S OF SM O O T H I N G T I M E SE R I E S



The above formula is designed to calculate the relative amount of irregular contribution

to the period to period movements of the seasonally adjusted series. However analysts

often focus on the period to period percentage movements of the seasonally adjusted

series. A similar type of calculation can be undertaken to determine the contribution to

the period to period percentage movements (the detail of this calculation can be found

in the Australian Economic Indicators, March 1992, (cat. no. 1350.0) Feature Article

'Smarter Data Use'). In most applications, it turns out that the calculation giving the

percentage contribution of the irregular fluctuations to a period to period movement in

9 4089 5479 6779 7879 8569 8639 7999 6699 4839 2689 3449 472T
9 5029 4559 8259 71910 0359 6819 9089 6569 5929 1989 4439 263SA

$m$m$m$m$m$m$m$m$m$m$m$m

DecNovOctSepAugJulJunMayAprMarFebJan

Componen t s

TABLE 3.2  EXPORTS OF GOODS AND SERVICES ($ m), 1998

In real time series, the period to period movement of the irregulars often

swamp/dominate changes in the underlying (trend) behaviour of a series. The following

paragraphs explain (in non-technical terms) how to assess this.

There are various methods available for determining the contribution of the irregular

fluctuations to the movements in a seasonally adjusted series. One approach is to

calculate an average which gives the percentage contributed by the irregular component

to the period to period movement as compared to the ABS estimate of trend (in which a

significant proportion of the irregularity present in the seasonally adjusted series has

been eliminated). The calculation is as follows. First, the amount contributed to the

seasonally adjusted series by the irregular component, , must be estimated. This isIt

achieved by subtracting the series of ABS trend estimates, , from the series ofTt

seasonally adjusted values,  (that is  ). The period to period changes in thisSAt It = SAt − Tt

series, , and the ABS trend series, , are then computed (ie.  and  respectively).It Tt !It !Tt

While these changes may be positive or negative from period to period their absolute

values are used (  and  respectively). The contribution of the irregular!It !Tt

fluctuations to a particular seasonally adjusted movement is then given by:

(3.2)!It

!It + !Tt
%100

This calculation can be repeated for each period to period movement in a specified span

of series, and the frequency with which the above measure exceeds 50 per cent (or any

other value chosen by the analyst) may be noted. For instance, if this procedure is

applied to the seasonally adjusted exports of goods and services data given in table 3.2,

then the percentage contribution of the irregular fluctuations to each of the eleven

monthly movements from February 1998 to December 1998 is: 70.6, 69.0, 45.4, 39.6,

48.4, 82.0, 98.1, 78.2, 66.3, 64.9 and 57.2 respectively. Over this interval of time, it can be

seen that the irregular fluctuations have contributed more to the seasonally adjusted

period to period movements than has the trend in eight of the eleven cases, or

72.7 per cent of the time. Similar calculations can be made for any time interval or any

series.

3 . 1  PE R I O D TO PE R I O D

MO V E M E N T S W I T H O U T

SM O O T H I N G  continued
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Users wishing to discern underlying trends often calculate the growth between the

current period and the same period a year ago. One feature of this measure is that it

performs a crude seasonal adjustment when applied to the original data, because the

comparison of like months reduces the impact of the constant yearly seasonal effects

(although because of gradually changing seasonal patterns these effects are rarely

eliminated). The problem with applying the year apart growth measure to the original

series, however, is that it is unable to allow for the effects of trading day, payday or

moving holidays. Nor does it cope well with the more commonly encountered form of

multiplicative seasonality described in section 2.1.4, that is, when the seasonal effects

evolve with the level of the series by maintaining a proportional relationship.

3 . 2  YE A R AP A R T

GR O W T H

Consequently, although calculating the period to period movements of the seasonally

adjusted series is quick and easy, the values are frequently heavily dependent on the

behaviour of short-term irregularities, rather than on the longer term underlying

behaviour of the series.

60Westpac — Melbourne Institute leading index
70Retail trade
85Housing finance by all lenders (number)
70Building approvals — dwellings (number)
95Imports of goods and services
95Exports of goods and services
90Balance on goods and services
85Motor vehicle registrations
90Labour force participation rate
70Unemployment rate
70Unemployment
50Employment

%

Irregular

contribution

Se r i e s

the seasonally adjusted series, closely approximates the contribution to that period to

period percentage movement. In the example above the irregular fluctuations

contribution to the percentage movement in the seasonally adjusted Exports of goods

and services from June to July 1992 is 81.9%, which is close to the 82% above.

In the ABS experience, many seasonally adjusted series exhibit a high degree of

irregularity in their period to period movements, and consequently, are not in their own

right useful indicators of trend behaviour. In fact the Australian Economic Indicators,

March 1992, (cat. no. 1350.0) Feature Article 'Smarter Data Use' illustrated how poorly

some of the movements in the seasonally adjusted figures for major economic indicators

reflect the trend behaviour. For example, over a five-year period, the number of times

the irregular fluctuations contributed more than the trend to the monthly movement in

the seasonally adjusted series, is given by the following percentages:

3 . 1  PE R I O D TO PE R I O D

MO V E M E N T S W I T H O U T

SM O O T H I N G  continued
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Applying the year apart growth measure to the seasonally adjusted series produces a

measure which is free of the distortion of the calendar related influences, although it is

still influenced by the irregular fluctuations. Whereas the period to period movements of

the seasonally adjusted series in large part capture these short-term fluctuations, year

apart movements reflect more of a long-term change in series behaviour, allowing the

trend to stand out more clearly than the irregular component. This means that year apart

growth values reflect more of the trend behaviour than do period to period growth

values. The irregular fluctuations still play a significant role in the year apart movements

however, and the contribution from the trend to the yearly change might still be less

than half.

Even when the year apart growth measure reflects a substantial contribution from the

trend, there is still a fundamental problem with the measure, regardless of whether it is

applied to the original, seasonally adjusted, or other forms of the data. The problem is

that the procedure of calculating year apart growth will rarely detect the timing of

turning points in underlying series behaviour accurately, usually delaying their detection

by a number of months. This is because using year apart growth to identify the timing of

turning points turns out to be a very crude approximation of the standard calculus

technique used for identifying the turning points of a path.

Suppose the year apart growth measure is applied to the artificially constructed series

given in graph 3.5 (the ABS trend series for Unemployed Persons has followed a similar

curvature in the early 1980s and early 1990s). The sign of year apart growth at time t is

represented by the slope of the line that joins the point at time t and the point a year in

the past, see for example lines A, B, and C. Thus a positive year apart growth value

corresponds to a line with increasing slope, while a negative year apart growth value

corresponds to a line with decreasing slope. If the year apart growth values were then

used to indicate the direction of underlying activity, turning points would be considered

to have occurred whenever the year apart growth measure changed sign.

The direction of this curved series would be determined exactly at time t by calculating

the gradient of the series at time t; a positive gradient indicating the series is increasing,

a negative gradient indicating the series is decreasing. In calculus terminology, the

gradient is the slope of a particular straight line passing through the series, called the

tangent to the curve at time t (see tangent lines A', B' and C'). It is this tangent line that is

being approximated by the chord between points a year apart on the series using the

year apart growth measure. As can be seen by comparing the chords A, B, and C, with

the corresponding tangents A', B', and C', the slope of the chord is actually a very poor

approximation to the slope of the corresponding tangent. In graph 3.5, the slope of the

year apart growth measure remains positive many months after the trend peak in March

has been passed (A & B), and only becomes negative when the month of December is

reached (C), nine months later. Hence, the year apart growth measure would indicate

that the turning point of the series occurred in December, rather than the month of

March in which it actually occurred.

3 . 2  YE A R AP A R T

GR O W T H  continued
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Another procedure commonly used to extract the underlying behaviour of the series is

summing or averaging the data over a number of periods. Typically this is done over

spans of twelve months, in which case the procedure is known as a moving annual sum.

If the sum is divided by the number of observations aggregated, it is termed a moving

annual average.

One motivation for using this procedure arises from the intuitive appeal of applying a

twelve month averaging or summing process to the original series. This is done in order

to even out or diminish the seasonal patterns. However, seasonally adjusted series are

published and these are a better guide to the non-seasonal behaviour of the series. As

the irregular fluctuations have a tendency to chop and change direction from month to

month, application of a moving annual sum or average process will also tend to cancel

out the irregular component of series behaviour. Consequently, applying the procedure

to the seasonally adjusted series has the effect of diminishing the variation attributable to

the irregular fluctuations, thereby disclosing the longer term cyclical behaviour usually

associated with trend. The reduction of irregularity is borne out in practice, and moving

annual sums and averages are generally much smoother series than the original or

seasonally adjusted series from which they are derived. Applying such a procedure is

3 . 3  MO V I N G AN N U A L

SU M S AN D AV E R A G E S

The effect of the year apart growth measure in delaying the detection of turning points

can be seen in practice for the Unemployed Persons series given in table 3.1. Compared

to the timing of turning points given by the percentage movements of the ABS trend

series, the detection of turning points is consistently delayed, and the timing of the

turning point misplaced.

In summary, year apart growth is an easy measure to calculate, but is subject to the

influences of the irregular component of the series (and the seasonal component if

applied to the original series). More crucially, it can delay the detection of turning points,

giving a misleading indication of the timing of pivotal changes in underlying series

behaviour.

GRAPH 3.5  HYPOTHET ICAL TREND CURVE AND YEAR APART GROWTH3. 2  YE A R AP A R T

GR O W T H  continued
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GRAPH 3.6  SIMPLE MOVING AVERAGE BASED TREND EST IMATES FOR
UNEMPLOYED PERSONS

consequently often referred to as smoothing the series, the resulting moving annual sum

or average values being referred to as the smoothed series values.

The moving annual sum process is usually applied to the series by summing consecutive

series values over twelve months and recording the result at the most recent time period

of the twelve-month span. Similarly the moving annual average process is applied by

averaging this set of consecutive series values. This means that when a new observation

becomes available, the value of the moving annual sum (or average) is calculated and

recorded against the new time period, the measure consequently appearing to remain

'current'. The result of applying either of these processes is a series of values which

reflect more of the trend behaviour than the series from which they were derived. This

resulting series can then be graphed in order to identify characteristics of socioeconomic

behaviour, such as the fundamental direction in which activity is moving and the timing

of turning points. Alternatively, period to period movements or percentage movements

of the new series can be calculated, changes in sign indicating a change in the direction

of socioeconomic activity.

Although applying a moving annual sum or average process does help to isolate the

trend behaviour, particularly when applied to the seasonally adjusted series, there are a

number of drawbacks associated with this method. These problems are illustrated in

graph 3.6. In this example, the seasonally adjusted Unemployed Persons series has been

smoothed by computing a moving annual average, that is, the moving annual sum has

been calculated for each month, and then divided by twelve, so as to realign the result

with the level of the seasonally adjusted series. Note that the division by twelve does not

alter the shape or the timing of the smoothed curve, it just brings it into the same range

as the data being smoothed. One deficiency of the procedure which is apparent from the

graph is that there are eleven observations missing at the start of the series because of

the practice of placing the result at the 'current' end of the moving annual average span.

There are also a number of other problems associated with using the moving annual sum

or average procedure and these have an impact on the conclusions that can be drawn

about the underlying level of activity.

3 . 3  MO V I N G AN N U A L

SU M S AN D AV E R A G E S
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First, all the turning points are disclosed about a half year after they have occurred. For

example, refer to the years 1981, 1983, and 1989–90 of graph 3.6. This aspect is known

technically as a 'phase shift'. Paradoxically, this significant delay in detecting turning

points arises as a result of placing the results at the current end of the moving annual

average span. If the results were placed in the middle of the moving annual average

span, the delay in detecting turning points would disappear. This would also mean that

only the first half year of results would be unavailable, rather than the first eleven

months. However the results for the last half year would also be unavailable. This lack of

results at the current end of the series where interest is often keenest, is referred to as

the 'end-point problem', and will be discussed in Chapter 5.

Secondly, even if the phase shift of the smoother moving annual average (or sum) is

corrected, on closer inspection it can be seen that the levels of the peaks and troughs

are underestimated. This feature arises because this smoothing procedure is unable to

track any path other than a straight line — it can only approximate the curves associated

with turning points, and does so by skirting around the inside of them. Another

deficiency associated with this inability, is the propensity of the moving annual average

to distort the shape of the turning points, making them broader than they should be.

This deficiency leads to misleading information about how quickly the economy is, for

example, growing or contracting in response to policies, business decisions or other

factors.

Finally, there is a problem when trying to detect points of inflection in underlying series

behaviour. Points of inflection occur when the rate at which the level of activity is

increasing slows down, and then at some point in time picks up again, without the level

of activity itself ever actually showing a decrease (and vice versa when the level of activity

is decreasing). Such a point is said to be stationary if it actually reflects zero change in

the level of activity, otherwise it is said to be non-stationary, refer to graphs 3.7 and 3.8

for examples. It may be important to monitor points of inflection when attempting to

determine whether business decisions, or policy actions, are moderating or stimulating

activity sufficiently to achieve their goals. Moving annual sums and averages rarely detect

points of inflection, for example, refer to the behaviour of the Unemployed Persons and

moving annual average series in graph 3.6, around the year of 1985.

3 . 3  MO V I N G AN N U A L

SU M S AN D AV E R A G E S
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These problems are in fact a feature of the application of the above type of moving

annual sum or averaging process to any series. Consequently, although the moving

annual sum and average, as they are commonly used, appear to extract the underlying

behaviour of the series, there are a number of major deficiencies which are invariably

associated with using these methods:

! they delay the detection of turning points (phase shift)

! they underestimate the height of peaks and the depth of troughs

! they distort the shape of turning points in the series and, as a consequence, they

extend the period over which a peak or trough appears to exist

! they flatten out points of inflection in the series, often resulting in their elimination.

GRAPH 3.8  NON-STAT IONARY POINT OF INFLECT ION

GRAPH 3.7  STAT IONARY POINT OF INFLECT ION3 . 3  MO V I N G AN N U A L

SU M S AN D AV E R A G E S
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Several annualised procedures exist, and each indicates what the annual percentage

growth rate would be if the percentage growth during some relatively recent period was

to compound or repeat over a year. One attraction of annualising data is that it

transforms the latest data to the same order of magnitude as genuine annual growth

rates. This enables comparisons to be made with previous time periods, or overseas

data, when the annual summary data may be all that is available. The problem with

annualised growth rates, however, is that they amplify the contribution of any seasonal

or irregular effects present in the data being annualised, and rarely indicate reliably the

annual growth rate that actually takes place during the corresponding reference period.

In this section, some of the problems associated with annualised measures will be

demonstrated by considering two of the more prominent measures often employed.

These are: annualised quarterly growth rate measures, and the six month smoothed

percentage change at an annual rate measure.

3 . 6  AN N U A L I S E D

A variant of the above procedure involves comparing the latest three months of

accumulated data, with either the immediately preceding three months, or the

corresponding three months a year ago. These procedures are very similar to the annual

growth rates described above, and consequently the problems associated with applying

these processes are similar (although less marked). In particular, these methods can give

a distorted impression of trend paths and delay the detection of turning points. Table 3.1

illustrates the deficiencies of these three-monthly growth measures with regard to

detecting turning points.

3 . 5  GR O W T H IN TH E

TH R E E MO N T H S

This procedure involves computing the percentage growth between the most recently

available twelve-month period and the corresponding twelve-month period a year ago.

This is equivalent to amalgamating two of the measures previously discussed. First, a

moving annual sum is being applied to calculate a series of values, each of which is the

sum of twelve consecutive months of data. Then, the changes in behaviour of this series

are being determined by applying the year apart growth measure (expressed as a

percentage), that is, by comparing the difference between values one year apart in this

new series.

As the annual growth rate measure is equivalent to amalgamating the year apart growth

and moving annual sum procedures, it is not surprising that the deficiencies of both

these procedures are compounded in the annual growth rate measure. Not only is the

trend path (as represented by the moving annual sum) distorted, but the detection of

turning points can also be delayed by around a year or more. The delay in detecting the

turning points for the Unemployed Persons series can be seen in table 3.1. Another

problem with this measure can be seen in Appendix 1 on which table 3.1 is based,

namely, that there is a loss of data for about two years at the beginning of the series.

3 . 4  AN N U A L GR O W T H

RA T E S

The simple sums and averages described here represents just one example of a class of

procedures known as moving sums and moving averages. The ABS uses a different class

of moving averages, called Henderson moving averages, to calculate its trend estimates,

and the properties of moving averages in general and the Henderson moving averages in

particular, will be described in detail in Chapter 4.

3 . 3  MO V I N G AN N U A L

SU M S AN D AV E R A G E S
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As can be seen by comparing '% growth' and 'Annualised % growth' of graph 3.9, applying

this method to seasonally adjusted series can result in quite misleading estimates of the

annual percentage growth. This is because this measure reflects the presence of the

irregular fluctuations, whenever the trend's contribution to the quarterly growth is

minor. Furthermore, since the ratio reflecting the quarterly growth is raised to the power

of four, the contribution from the irregular component is amplified. Given that period to

period growth will reflect even more of the irregular behaviour than the seasonally

adjusted series itself (see section 3.1), the irregular fluctuations will play a major role in
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GRAPH 3.9  PERCENTAGE GROWTHS OF SEASONALLY ADJUSTED
DOMESTIC PROFIT GDP

Annualised quarterly growth rates are obtained by assuming the observed growth will

continue to compound without variation for the next three quarters. Thus the

annualised value is obtained by raising the ratio of quarterly growth to the power of four.

That is:

(3.3)AQGR = Qt

Qt−1

4

Graph 3.9 displays the results of applying this procedure to seasonally adjusted Gross

Domestic Profit, GDP.

3.6.1  Annual ised

quarter ly growth rates
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The six month smoothed percentage change at an annual rate measure is another

annualising procedure often applied to seasonally adjusted series in particular, in order

to monitor the underlying behaviour. It is a far more complicated measure than the

annualised quarterly growth measure and incorporates both a smoothing component

and an annualising component. As a result of this combination of techniques, the

measure is also often referred to as the smoothed annualised growth rate.

The six month smoothed percentage change at an annual rate measure is determined by

first calculating the rate of growth between the current seasonally adjusted value and a

smoothed value based on the preceding twelve months of data. The annualised value is

then calculated by determining the amount of percentage growth represented when this

ratio of growth compounds over a year. To compute the annualised measure for the

month of January 1998, for example, first a smoothed value is calculated by taking the

average of the previous twelve seasonally adjusted figures, that is, January to

December 1997. This gives a smoothed estimate which is considered to reflect the

underlying behaviour of the series exactly halfway through the twelve month span, that

is, mid June 1997. Growth from this time ( mid June 1997) to January 1998 is then

calculated by looking at the ratio of the January seasonally adjusted value to the

smoothed mid June value, a growth measure which reflects the change in behaviour

over 6.5 months. An annualised value for the twelve months is then determined by

calculating the percentage change represented by raising this ratio of growth to the

power of 12/6.5. The result is then recorded against January 1998.

The ratio used as a basis for annualising growth contains a seasonally adjusted series

value in the numerator, and a smoothed value which is an approximation to the trend in

the denominator. This means that when the ratio of growth is raised to the power of

12/6.5, the contribution from the irregular component, in the numerator only, will be

3.6.2  Six month

smoothed percentage

change at an annual rate

the annualised quarterly growth measure for any quarterly series with a significant

degree of irregularity.

The problems associated with applying this indicator of underlying behaviour to

seasonally adjusted series would be further compounded if it were to be applied to the

original series since the seasonal component of series behaviour would also be

amplified. This is because the ratio reflecting the quarterly growth is raised to the power

of four, and therefore, the seasonal contribution to that growth would also be raised to

the power of four. As a result, a significant part of each annualised value would reflect

the seasonal behaviour of the original series. Furthermore, the annualised values would

tend to oscillate between positive and negative growth, due to the oscillatory nature of

the seasonal effects. Applying the method to original data therefore makes little sense.

The above discussion indicates that quarterly annualised growth is not a very appropriate

measure of annual change in underlying series behaviour. Not only does it inflate the

contribution of the irregular component of series behaviour (and the seasonal

component if applied to the original series) it also assumes a constant rate of growth in

the trend, an assumption which is often not valid. Where there is a need for annualised

data, for example to obtain information of the same order of magnitude for comparison

purposes, it is recommended that the annualised quarterly growth rate of the trend

series be used, so that the underlying behaviour of the series is being examined.

3.6.1  Annual ised

quarter ly growth rates
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The measures that have been discussed throughout this section are indicative of the

types of methods commonly applied to series in an attempt to extract information on

the underlying impact of socioeconomic forces. While some of these measures are quite

easy to calculate, or have a degree of intuitive appeal, they all have some deficiencies in

regard to the conclusions that can be drawn about the behaviour of the series. Some of

the measures discussed have been seen to be strongly influenced by the irregular

component of series behaviour (and the seasonal component when applied to the

original data). Other measures have been seen to give a distorted impression of turning

points and points of inflection, or to delay the timing of turning point detection.

There are many other indicators commonly applied to seasonally adjusted series in

particular, in order to extract information on underlying behaviour. The reader may be

aware of some of these other transformations, and be interested in comparing results of

these transformations with those of the ABS trend procedure. To permit a comparison of

3 . 7  BE N C H M A R K SE R I E S

FO R CO M P A R I S O N

nearly squared. Consequently, the irregularity present in the series will have an even

more dominant role in the annualised growth values than in the series itself, directly

influencing the growth implied by the annualised measure.

Suppose, for example, that at a particular point in time, irregularities contribute an extra

5% above the trend in the seasonally adjusted series. This can be represented

symbolically as  . The 5% contribution from the irregular component will thenSA = 1.05T

be almost squared in the annualised measure. As , approximately 9% of1.0512/6.5 = 1.0943

the annualised growth value will actually be a direct result of the irregularity present in

the series, rather than a true reflection of the change in the trend. In general, the fact

that the irregular fluctuations chop and change direction from month to month, means

that the annualised growth measure will oscillate, largely due to the magnified irregular

variation, and the trend changes will be harder to detect.

A further concern with this particular procedure, is that it does not accurately identify

the timing of turning points. According to Boehm, 19891

'... in comparison with the business cycle turning points timing and in forecasting turning

points, the smoothed growth rate needs to be moved three months back in order to

centre it, on statistical grounds, with the corresponding turning points.'

In practice, the procedure has been observed by the ABS to delay the detection of

turning points by between two and five months, depending upon the nature of the series

to which the procedure is applied. The effect for the Unemployed Persons series can be

seen in table 3.1. Here, a comparison of the six month smoothed percentage change at

an annual rate in column 9 with the percentage movements in the ABS trend series

(column 2).

Other complex ways of annualising series have also been developed, although by and

large, they do not appear to be useful for understanding underlying series behaviour. In

particular, when growth rates of seasonally adjusted series are annualised, the process

can magnify the irregularity inherent in the series, as well as provide delayed information

about turning points. Table 3.1 indicates the delays these methods introduce in the

detection of turning points.

3.6.2  Six month

smoothed percentage

change at an annual rate
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performance of the alternative transformation in pinpointing turning point timing, level

and shape, a benchmark seasonally adjusted and trend series is provided in Appendix 1.

The means by which the ABS trend estimates circumvent the types of problems

described above will be covered in the following section. Chapter 4 describes in detail

the manner in which the ABS trend estimates are derived, and the properties of those

estimates.

3 . 7  BE N C H M A R K SE R I E S
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Throughout this paper, the term average will be used to refer only to various types of

arithmetic averages, unless otherwise indicated. The most familiar of these arithmetic

averages is the simple average calculated by adding a set of data values together, then

dividing by the number of values in that set. In this case, all the values contribute equally

to the average being calculated, that is, they have an equal amount of weight in the

calculation. For example, a simple average of 13 observations would be calculated by

adding together 1/13th of each of the observations, so that each value contributes with a

weight of 1/13. An average can also be calculated by allowing different observations to

contribute to the calculation with differing weights. For instance, an average applied to

13 observations can be calculated by adding 1/24th of the first and thirteenth

observations to 1/12th of the intervening 11 observations. Indeed an average for 13

observations, or a 13-term average, can be calculated using as weights any sequence of

13 proportions which sum to one.

In relation to time series data, an average may be applied to the whole time series to

produce a single averaged value, or an average may be applied to successive sub-periods

of the series, thereby producing a series of averaged values. In the latter case, the results

are said to have been produced from a moving average. For example, when applying a

13-term moving average to a time series, the first step is to calculate the average of the

first 13 consecutive time series observations. The next step is to move along the series

one observation, dropping out of the calculation span the first observation and bringing

4 . 1  PR O P E R T I E S OF

MO V I N G AV E R A G E S

Chapter 2 introduced the notion of the trend of a series, that is, the underlying

component of series behaviour that remains when the seasonal and irregular influences

are removed. Chapter 3 then evaluated some of the most commonly applied indicators

of socioeconomic activity with regard to how well they captured this component of

behaviour, and briefly discussed some of the problems associated with their use. In

order to avoid the types of problems encountered when using these indicators, and to

assist analysts in their search for underlying series behaviour, the ABS calculates an

estimate of the trend behaviour of a series for the majority of its major economic

indicators. This Chapter discusses the derivation and properties of the ABS trend series.

The seasonally adjusted series is determined by quantifying the impact of the seasonal

influences on the original series and then removing this component of series behaviour.

Therefore, in principle, the trend behaviour of the series could be revealed by similarly

quantifying the impact of irregular influences on the series, and removing this

component of behaviour from the seasonally adjusted series. Major shocks to a series

can often be identified and removed in this way, however, in general, the relevant

information required to both identify and quantify other irregular influences is not

available, and consequently this approach is not operationally feasible.

The ABS uses a filtering procedure, based on moving averages, to remove the irregular

fluctuations from the seasonally adjusted series, leaving the signal or trend. This Chapter

discusses the class of moving averages used by the ABS to undertake this filtering, some

of their properties, and the motivation behind using this particular group of moving

averages. In particular, section 4.1 discusses moving averages and their properties in

general, while section 4.2 describes the particular characteristics of the moving averages

used by the ABS. Other statistical procedures for filtering series are not discussed in

detail in this paper, although some alternatives are briefly explored in section 4.3.

4 . 0  OV E R V I E W
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which, although more complicated than those previously mentioned, still just specifies

what portion of each observation is to be added into the moving average calculation.

This weighting pattern is symmetric about the centre of the 13-term averaging span, as is

highlighted in graph 4.1, and defines a non-simple symmetric moving average of

... 0–0.02–0.030.000.070.150.210.240.210.150.070.00–0.03–0.02... 0Weight

...13th12th11th10th9th8th7th6th5th4th3rd2nd1st...Obse r v a t i o n

as mentioned earlier, is a non-simple moving average.

A moving average may also be described as being either symmetric or non-symmetric,

depending on the form of its weighting pattern. In particular, a moving average is said to

be symmetric if the weighting pattern that is used to calculate it is symmetric about the

centre of the averaging span, otherwise it is said to be non-symmetric. All simple moving

averages are symmetric, although other symmetric moving averages do exist. Consider

the weighting pattern

... 01/241/121/121/121/121/121/121/121/121/121/121/121/24... 0Weight

...13th12th11th10th9th8th7th6th5th4th3rd2nd1st...Obse r v a t i o n

is a simple moving average, whereas a moving average with the weighting pattern

0 ...1/131/131/131/131/131/131/131/131/131/131/131/131/13... 0Weight

...13th12th11th10th9th8th7th6th5th4th3rd2nd1st...Obse r v a t i o n

in the fourteenth observation, and calculate the average of these 13 observations. The

process of moving along the time series one observation at a time and taking the 13-term

average is then repeated, until there are no further time series observations to bring into

the 13-term span.

A moving average can be of any length and can take on any weighting pattern in which

the weights sum to one. As different weighting patterns1 tend to give rise to moving

averages with different characteristics, moving averages are often classified on the basis

of their associated weighting patterns. For instance, when all observations are given the

same weight, as when undertaking a simple averaging process, the moving average is

said to be a simple moving average, otherwise the moving average is said to be

non-simple. Thus a 13-term moving average with weighting pattern

4 . 1  PR O P E R T I E S OF

MO V I N G AV E R A G E S

continued
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GRAPH 4.1  WEIGHT ING PATTERN OF 13-TERM HENDERSON MOVING
AVERAGE

These weights are also plotted in graph 4.2, which highlights the non-symmetric nature

of the weighting pattern.

... 00.360.320.240.140.060.020.010.010.00–0.02–0.03–0.05–0.06... 0Weight

...13th12th11th10th9th8th7th6th5th4th3rd2nd1st...Obse r v a t i o n

13 terms. This particular moving average is called the 13-term Henderson moving

average. It is the moving average applied by the ABS to seasonally adjusted monthly data

in order to derive a series of trend estimates, and will be referred to frequently

throughout section 4.1 (the design and properties of the family of moving averages

known as Henderson moving averages will be discussed in detail in section 4.2).

Non-symmetric moving averages are also used by the ABS in situations that will be

described in Chapter 5. An example of a non-symmetric moving average of 13 terms is

the 13-term Sutcliffe moving average, which has weighting pattern

4 . 1  PR O P E R T I E S OF

MO V I N G AV E R A G E S
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The motivation behind applying a moving average to a seasonally adjusted series is to

even out, or smooth out, irregularities present in the series. The irregularities have a

tendency to fluctuate in magnitude and direction from period to period, and therefore

the application of an averaging process will tend to cancel these fluctuations out. The

result is a smoothed series, a series which is more heavily dominated by the trend

component of the original series behaviour than the seasonally adjusted series from

which it was derived. This smoothed series can be considered to have arisen by passing

an input series through a process which filters out irregularities, and consequently, a

moving average is also often referred to as a filter. The terms 'moving average' and 'filter'

will be used interchangeably throughout this paper, as will the terms  'smoothed' and

'filtered', to describe the series produced by applying the moving average to an input

series.

When applied to the same input series, simple moving averages generally produce

smoother series the longer they become, thus, the longer the moving average, the more

gradual is the difference in the change in slope between successive points in the

resulting series. Hence a simple 15-term moving average will generally produce a

smoother series than a simple 14-term moving average, which will in turn generally

produce a smoother series than a simple 13-term moving average, and so on. The simple

moving averages form a family, that is, a collection of moving averages which are defined

using the same basic set of rules, irrespective of length (a simple moving average can be

created for any given length by specifying a set of equal weights which sum to one). The

4.1.1  Smoothing effects

The properties of a series produced by applying a moving average are dependent on the

length and weighting pattern of the moving average. Important features of moving

averages that need to be considered in choosing the length and weighting pattern are:

! the degree of smoothing required

! any associated phase shift

! the end-point problem

! distortion effects.

GRAPH 4.2  WEIGHT ING PATTERN OF 13-TERM SUTCL IFFE MOVING
AVERAGE

4 . 1  PR O P E R T I E S OF
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12/169Sum
0...0...0...0...0......

1/169–1/1300016th
4/1692/131/130015th
1/169–1/13–1/13–1/13014th

00001/1313th
00001/1312th
00001/1311th
00001/1310th
00001/139th
00001/138th
00001/137th
00001/136th
00001/135th
00001/134th

1/1691/13001/133rd
4/169–2/13–1/1301/132nd
1/1691/131/131/131/131st

...0...0...0...0...0...

Squared 3rd

difference3rd difference2nd difference1st differenceWeightTe rms

TABLE 4.1  DEGREE OF SMOOTHNESS OF WEIGHT ING PATTERN FOR
SIMPLE 13 TERM MOVING AVERAGE

Henderson moving averages are also created using the same basic set of rules

irrespective of length (see section 4.2) and similarly form a family. These moving

averages also tend to produce smoother results the longer they become. In fact

generally, within any family of moving averages specified using the same set of basic

rules, longer moving averages will tend to give rise to smoother series.

For moving averages of the same length, the degree of smoothness of the series

produced by applying a moving average is directly related to the degree of smoothness

of the weighting pattern of the moving average, so that the smoother the weighting

pattern, the smoother the resulting series (see Chapter II in Macaulay (1931) ). To

measure the smoothness of weighting patterns, a numerical measurement of

smoothness based on the sum of the squares of the third differences is used. This

measure is calculated as follows. First, an input series of weights is generated by writing

down the weights of the moving average in order and appending values of zero to both

ends. (Since only the terms in the moving average are involved in the calculation, it can

be considered that every other observation in the time series is given a zero weight).

Next, the series of third-differenced values is calculated by applying the first-difference

operator to the input series of weights, and then successively applying the

first-difference operator to the resulting series on two more occasions. Finally, the

third-differenced series values are each squared and summed together. The smaller this

sum is, the smoother is the weighting pattern of the moving average.

An example of this calculation can be seen in table 4.1, where the degree of smoothness

of the weighting pattern for the simple 13-term moving average has been determined. As

can be seen is this case, the weighting pattern of the moving average has a degree of

smoothness of 12/169=0.0710.

4.1.1  Smoothing effects

continued
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GRAPH 4.3  WEIGHT ING PATTERN OF SIMPLE 13-TERM MOVING
AVERAGE

As indicated above, for moving averages of the same length, the one which has the

smoother weighting pattern produces the smoother result. Consider, for example, four

moving averages, each 13 terms long. The simple 13-term moving average has a

rectangular weight pattern, 13 units long and 1/13 units high, with zero values to the left

and right. This weighting pattern is shown in graph 4.3. The weighting pattern of the

non-simple 13-term moving average with end weights 1/24, intervening 11 weights 1/12,

and zero weights elsewhere, is shown in graph 4.4. This weighting pattern also contains

13 positive weights, but is a little smoother, in the sense that the curve changes more

gradually across the complete range of weights, including the zero weights. The

non-simple moving average has a degree of smoothness of 0.0139 which is much smaller

than that of the simple 13-term moving average, the smaller value indicating the

smoother weighting pattern. The 13-term Henderson moving average mentioned earlier

also spans 13 consecutive values and has a smoother looking weighting pattern again, as

can be seen by referring back to graph 4.1. The degree of smoothness of this weighting

pattern is even smaller, 0.0083. To demonstrate that this is not the smoothest possible

13-term moving average, one final example of a 13-term moving average is given in graph

4.5. The weighting pattern of this moving average has a degree of smoothness of 0.0006,

making it the smoothest of the four filters considered.

4.1.1  Smoothing effects

continued
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One important issue that should be considered when using a moving average, is the time

point against which the result is recorded. The temptation is strong to always record the

calculated average as if it referred to the end of the period over which it was calculated,

in order to make the resultant time series appear as current as possible. Such an

application of a moving average is said to be 'one sided', and is generally not appropriate.

4.1.2  Phase shift

It may at first seem appropriate to seek maximal smoothness when estimating trends,

but although smoothness of the weighting pattern and of the results is important, it is

only one aspect of the smoothing process to consider. Other aspects are the extent to

which the results are phase shifted, how much of a problem is caused in determining

estimates at the end of the series, and the ability of the moving average to track the

curvature of turning points in the series.

GRAPH 4.5  WEIGHT ING PATTERN OF NON-S IMPLE 4X5X6 MOVING
AVERAGE

GRAPH 4.4  WEIGHT ING PATTERN OF NON-S IMPLE 2X12 MOVING
AVERAGE

4.1.1  Smoothing effects

continued
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The effect of applying a symmetric moving average by recording the results at the

current end of the moving average span was illustrated in section 3.3, when the moving

annual average, a simple 12-term moving average, was applied to the Unemployed

Persons series (refer to graph 3.6). This example illustrated how the one sided

application of the simple 12-term moving average misrepresented the timing of all the

major turning points occurring in the series; it had them occurring about six months

later than they actually did. This effect, of moving the turning points in the averaged

series away from the turning points in the input series, is known as phase shift.

The one sided application of a symmetric moving average will always introduce phase

shift at all frequencies. In fact, the only way to minimise introducing phase shift into a

series when applying a symmetric moving average, is to record the moving average value

in the centre of the averaged span. This is often referred to as centring the moving

average (this requirement relates directly to the fact that the weighting pattern of a

symmetric moving average is evenly distributed about the centre of the averaging span).

Thus if a symmetric 13-term moving average is applied to a span of monthly data from

January 1997 to January 1998 inclusive, then the calculated average should be recorded

against July 1997, the seventh of the 13 observations spanned. Even this application will

not completely avoid introducing phase shift to the series. Although the centred moving

average will not introduce phase shift to the long cycles associated with the trend it will

cause some of the shorter cycles associated with irregularity to experience various

amounts of phase shift. However, since these shorter cycles correspond to the high

frequencies targeted for removal by the filtering procedure, this effect is minimal. The

remainder of this discussion will focus on how to avoid introducing phase shift to the

long cycles of interest.

The effectiveness of centring a symmetric moving average in terms of phase shift is

illustrated in graph 4.6. Here the seasonally adjusted Unemployed Persons series has

been smoothed with both a simple 12-term moving average and a 13-term Henderson

moving average. The filtered series produced by applying the 13-term Henderson

moving average to the seasonally adjusted series has been obtained by placing the results

of the averaging process at the centre of the 13-month averaging span, that is, at the

seventh of the 13 consecutive observations being averaged. This smoothed series can be

seen to reflect the timing of turning points in the seasonally adjusted series far more

accurately than does the smoothed series produced by applying a simple 12-term

moving average, with the averaged results recorded at the right hand end of each of the

periods spanned.

4.1.2  Phase shift

continued
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–0.02–0.030.000.070.150.210.240.210.150.070.00–0.03–0.02Weight

N+6N+5N+4N+3N+2N+1NN–1N–2N–3N–4N–5N–6Per i od

TABLE 4.2  WEIGHT ING PATTERN OF 13-TERM HENDERSON MOVING AVERAGE

Phase shift is not only caused by recording the result of a symmetric moving average at a

point other than the centre of the averaged span. Non-symmetric moving averages do

not have weighting patterns evenly distributed about the centre of the averaging span,

and therefore centring a non-symmetric moving average is not likely to eliminate phase

shift from the longer cycles associated with the trend. In fact, it may not be possible to

completely eliminate phase shift, only to minimise it. The most appropriate time period

in the averaging span against which to record a non-symmetric moving average in order

to minimise phase shift will depend on the weighting pattern and will always be clearly

specified in conjunction with any non-symmetric weighting pattern given in this paper.

In fact, all weighting patterns will be specified in such a way as to indicate the time

period against which the moving average values should be recorded. Two examples are

given in tables 4.2 and 4.3.

Table 4.2 gives the weighting pattern for the 13-term Henderson moving average

mentioned earlier. The result of this symmetric moving average is recorded at the centre

of the averaging span to avoid phase shift from the longer cycles. That is, the moving

average estimate for period N is calculated by appropriately weighting the time series

values for period N, and the time series values collected in the six periods before and

after period N. Table 4.3 gives the weighting pattern of the 13-term Sutcliffe moving

average. The result of this non-symmetric moving average is recorded at the current end

of the averaging span to minimise phase shift in all cycles. That is, the moving average

estimate for period N is calculated by appropriately weighting the series values for the 13

periods up to and including period N.

GRAPH 4.6  HENDERSON AND SIMPLE MOVING AVERAGE BASED
TREND ESTIMATES FOR THE UNEMPLOYED PERSONS

4.1.2  Phase shift

continued
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As discussed above, to avoid phase shift in the long cycles in a series when applying an

odd length symmetric moving average, it is necessary to place the value of each average

on the central observation. This means that there are a number of time periods at the

end of the series for which smoothed values cannot be determined. For example, when

using a symmetric 13-term moving average, the results are recorded against the seventh

observation of the 13-term span. Therefore, the most current calculation uses the last 13

terms of data available and is recorded against the seventh last time period. This means

that no moving average values can be determined for the last six time periods. In

general, if a symmetric moving average is of length 2m+1, then the most recent moving

average estimate based on values up to period N, will be recorded against period N-m.

This leaves the remaining m time periods without a value.

4.1.3  The end-point

problem

–0.060.060.290.410.290.06–0.06Weight

N+3N+2N+1NN–1N–2N–3Per i od

TABLE 4.4  WEIGHT ING PATTERN OF 7-TERM HENDERSON MOVING
AVERAGE

As indicated above, application of a symmetric moving average will only avoid phase shift

in the longer cycles associated with the trend if the results of the moving average are

centred. A symmetric moving average of odd length can be centred by recording the

result on the central observation, whereas even length averaging spans place their values

between two periods, or involve the introduction of a phase shift of half a period. For

instance, a 13-term symmetric moving average is centred on the seventh observation of

the 13-term span it averages, whereas a 12-term simple moving average has its central

value between the sixth and seventh observations, which is not observable in the data

published. The value of the simple 12-term moving average could be positioned at an

observable time period by placing the result on the sixth or the seventh observation, but

this introduces a slight phase shift of half a period either way.

The ABS uses symmetric moving averages wherever possible, with the results centred.

Also, in order to place these results meaningfully on observable time periods, the ABS

uses odd length averaging spans. For smoothing monthly time series, the ABS generally

uses a 13-term Henderson moving average, recording the results on the central

(seventh) observation of the 13 months that are averaged. For smoothing quarterly time

series, the ABS generally uses a 7-term Henderson moving average, the results being

recorded against the fourth of the 7 quarters that are averaged (the weighting pattern for

the 7-term Henderson moving average is given in table 4.4). The reason for using a

7 rather than 5-term Henderson moving average is discussed in section 5.2.

4.1.2  Phase shift

continued

0.360.320.240.140.060.020.010.010.00–0.02–0.03–0.05–0.06Weight

NN–1N–2N–3N–4N–5N–6N–7N–8N–9N–10N–11N–12Per i od

TABLE 4.3  WEIGHT ING PATTERN OF 13-TERM SUTCL IFFE MOVING AVERAGE
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GRAPH 4.7  REPEATED APPL ICAT ION OF MOVING AVERAGE BASED
TREND ESTIMATES FOR THE UNEMPLOYED PERSONS SERIES

In considering the smoothed series produced by applying the simple 12-term moving

average to the seasonally adjusted Unemployed Persons series in graph 4.6, it is apparent

that phase shift in the resulting series is not the only issue of concern. As discussed in

section 3.3, the application of the simple 12-term moving average also has the effect of

distorting the shape of the turning points and points of inflection. This is a property

which does not appear to be present in the series produced by applying the 13-term

Henderson moving average to the seasonally adjusted Unemployed Persons series. This

distinguishing feature can be demonstrated more graphically by considering the effects

of repeated application of each of the moving average processes.

If the series resulting from applying the 13-term Henderson moving average is itself

smoothed using the 13-term Henderson moving average, little difference will be

observed between the two series. Similarly, if the 13-term Henderson moving average is

applied again, there will still be little difference observed between the various series. This

feature is not replicated by repeating the smoothing process using the simple 12-term

moving average, as graph 4.7 illustrates. Comparing figures 4.6 and 4.7 illustrates how

the repeated application of this simple moving average slowly flattens out the whole

series. The series also moves progressively further to the right as each successive

sequence of one sided moving averages is calculated. This process clearly demonstrates

that the simple 12-term moving average has deficiencies in tracking the series to which it

is applied, particularly in relation to estimating both the timing of turning points and the

shape of the curve (where the shape can be seen in the level of the series and in the

sharpness of turning points and points of inflection).

4.1.4  Distort ion

The above situation is known as the end-point problem, and the greater the length of

the moving average, the greater the number of time points affected by this problem. As

interest in a time series is generally focused on the most recent data points, choosing the

length of the moving average is an important issue. The use of non-symmetric moving

averages provides a method for coping with this issue in part, and is discussed more fully

in Chapter 5.

4.1.3  The end-point

problem  continued
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More generally, the feature of tracking only straight lines and approximating curves,

arises whenever the weights of a moving average are restricted to being non-negative

values. Only when some of the weights are permitted to be negative values, can moving

averages be constructed to track various curvatures. There are a large number of

non-simple moving averages which, by incorporating negative weights, can track specific

types of curves far more efficiently than can the simple moving averages. The Henderson

moving averages, for example, have been specifically designed to reproduce, not only

straight line segments, but also the quadratic and cubic forms associated with peaks,

troughs and points of inflection. In addition, the 43-term moving average proposed by

Macaulay in 1931 as his preferred filter for smoothing monthly data, is capable of closely

approximating polynomials below degree six.

As most socioeconomic time series are not well approximated by straight lines but

contain curves such as peaks and troughs, points of inflection and periods of

accelerating or declining growth, the ABS prefers to use moving averages that have a

better chance of representing those trend characteristics than do the simple moving

averages.

GRAPH 4.8  TRACKING ABIL ITY OF VARIOUS MOVING AVERAGES ON
ARTIF IC IAL DATA

A simple moving average can, strictly speaking, only reproduce straight line segments

that appear in the data to which it is applied. When it encounters curves, corresponding

to turning point peaks or troughs, or points of inflection, it can only approximate them,

as seen in graph 4.6. Graph 4.8 highlights this problem when there is no irregularity in

the data. Series A is the benchmark data, artificially constructed with curved and straight

line segments. Series B is the data smoothed with a 13-term Henderson moving average,

and Series C is the data smoothed by a simple moving average of the same length, that

is, the simple 13-term moving average. From this graph it is evident that the simple

moving average does not accurately track the turning points in the input series, Series A.

4.1.4  Distort ion  continued

40 A B S • A GU I D E T O I N T E R P R E T I N G T I M E SE R I E S — MO N I T O R I N G T R E N D S • 1 3 4 9 . 0 • 2 0 0 3

CH A P T E R 4 • A B S T R E N D E S T I M A T E S



Robert Henderson, an actuary, published a formula for the computation of the weights

of his moving average in 1916. To obtain the weights, a compromise was struck between

two intuitive characteristics expected of a trend series: that the trend should be able to

reproduce or represent a wide range of curvatures, and that it should be as smooth as

possible. The statistical criteria that Henderson used to represent these characteristics

were as follows. Firstly, the weights of the moving average had to be calculated in such a

way that the moving average would leave polynomials below degree four unchanged.

Secondly, in conjunction with satisfying this property, the weights of the moving average

had to be calculated so as to minimise the variance of the series obtained by taking the

third difference of the filtered series. The first condition enables Henderson trend

estimates to track curves, peaks and troughs well, and leads to the Henderson weights

summing to one, while the second requirement ensures the resulting filtered series will

be as smooth as possible. These conditions specified a unique weighting pattern (and

consequently, a unique moving average) for each possible length considered. Henderson

also demonstrated that the weights determined under these conditions gave rise to the

smoothest possible weighting pattern (measured by the sum of the squares of the third

differences of the weights), subject to the resulting moving average preserving cubic

polynomials. Henderson's 1916 article is reproduced in Appendix 2, and is supplemented

with his subsequent hand written addition of 1929, in which the exact form of the

weights currently used is specified.

The Henderson moving averages can be computed for any number of odd terms,

from 3 onwards. The general formula for each particular weight in the Henderson

moving average of length 2m+1 is:

(4.1)wj = 315[(m+1)2−j2][(m+2)2−j2][(m+3)2−j2][3(m+2)2−11j2−16]
8(m+2)[(m+2)2−1][4(m+2)2−1][4(m+2)2−9][4(m+2)2−25]

for . The weighting pattern of a 3-term Henderson moving average is:j = −m,¢, m

This moving average is the shortest and simplest of the Henderson moving averages. In

fact, the effect of applying and centring this particular moving average is to produce a

series which is identical to the input series, that is, the application of this filter has no

affect on the characteristics of the input series whatsoever. This trivial Henderson

moving average is the only Henderson moving average to leave the input series

unaffected and is understandably not used by the ABS.

It should be noted that all Henderson moving averages are symmetric odd length

moving averages. Consequently, in addition to their smoothness and tracking properties,

centred Henderson moving averages produce smoothed series which accurately reflect

the timing of turning points in the series to which they are applied. The ABS uses

centred Henderson moving averages for smoothing its data wherever possible.

4.2.1  Design of

Henderson moving

averages

The Henderson moving averages are the class of moving averages preferred by the ABS

for smoothing seasonally adjusted series, in order to produce series of trend estimates.

They follow a cubic polynomial trend without distortion, whilst adhering to the

requirements of smoothing out a large proportion of the irregularity present in the

seasonally adjusted data. In the next part of this section, the design and properties of

this class of moving averages will be discussed in more detail.

4 . 2  HE N D E R S O N MO V I N G

AV E R A G E S

A B S • A GU I D E T O I N T E R P R E T I N G T I M E SE R I E S — MO N I T O R I N G T R E N D S • 1 3 4 9 . 0 • 2 0 0 3 41

 CH A P T E R 4 • A B S T R E N D E S T I M A T E S



By specifying a cut-off or threshold below which cycles are considered to have been

'eliminated' from the series, graph 4.9 can be used to determine the range of cycles that

GRAPH 4.9  EFFECT OF 13-TERM HENDERSON MOVING AVERAGE ON
CYCLES

In section 2.2, the notion of the frequency decomposition of a time series was

introduced as an alternative to viewing time series characteristics in the time domain. It

will be recalled that, using this perspective, a time series can be considered to be the

complex interaction of many cycles of behaviour of different strengths across a wide

range of frequencies, with the decomposition into cycles for a given series being given by

its spectrum. In section 3.1,  the impact of the first-difference operator on a time series

was described by considering the effect of the operator on the strength of cycles of

differing frequencies. Similarly, the impact that various moving averages have upon the

characteristics of time series is best appreciated using the frequency decomposition

perspective.

As with the first-difference operator, the effect a given moving average has upon the

strength of all possible cycles can be determined and represented graphically. An

example of such a graph, or gain function, is given in graph 4.9. This graph shows how

the 13-term Henderson moving average affects the strength, as measured by amplitude,

of all possible cycles that can appear in a series. The horizontal axis displays the various

cycle lengths ranging from two periods long at the right hand end, to very long cycles at

the left hand end. The vertical axis displays what percentage of a particular cycle's

amplitude remains after the moving average has been applied to the data. For example,

graph 4.9 shows that the amplitude of an eight period long cycle will be reduced to

around 50% of its size by the 13-term Henderson moving average. Consequently, if the

13-term Henderson moving average is used to smooth a monthly series, any eight-month

long cycle present in the series will remain in the resulting series with around 50% of its

strength. Cycles shorter than eight months will then remain in the filtered series with

less than 50% of their strength, while longer cycles will remain with more than 50% of

their strength. The feature shown in graph 4.9 is often described as the gain function of

the filter.

4.2.2  Propert ies of

Henderson moving

averages

42 A B S • A GU I D E T O I N T E R P R E T I N G T I M E SE R I E S — MO N I T O R I N G T R E N D S • 1 3 4 9 . 0 • 2 0 0 3

CH A P T E R 4 • A B S T R E N D E S T I M A T E S



pass through the filtering process. Taking half strength as an appropriate threshold,

graph 4.9 indicates that the 13-term Henderson moving average (or 13-term Henderson

filter) retains all cycles in a monthly series which are eight months or longer, and

'eliminates' all cycles in the series which are shorter. Alternatively, a threshold can be

specified by using the 'power' measure. This measure indicates the contribution of a

cycle to the energy or variance of the series and is given by the amplitude squared. As

the 13-term Henderson filter retains about 70% of the amplitude of the ten period cycle,

the ten period cycle will retain only about 50% (0.70 x 0.70 = 0.49) of its power in the

filtered series. Longer cycles then retain more than 50% of their power or variance, while

shorter cycles retain less. Consequently cycles longer than 10 months would remain with

50% of their power in the filtered series, while cycles shorter than 10 months would

remain with less than 50% of their power in the filtered series.

The 13-term Henderson filter is used by the ABS to calculate trend estimates for monthly

series. As indicated above, cycles in the range of 2 to 8 months have their strength

reduced by 50% or more and consequently, the 13-term Henderson filter substantially

reduces the cycles that contribute significantly to the volatility or high frequency

variation of many monthly series. The 13-term Henderson filter also essentially preserves

the longer term cycles associated with trend. For instance, graph 4.9 shows that cycles

about 2 years long retain around 95% of their strength in the filtered series, longer cycles

having even more of their strength preserved. The fact the 13-term Henderson filter

barely reduces these cycles means business cycles present in even the original data will

virtually remain at full strength in the trend series, as will the longer term cycles usually

associated with the  trend.

After the seasonal component has been removed from an original monthly series, the

trend component is estimated from the resulting seasonally adjusted series by using the

13- term Henderson filter to filter out a substantial proportion of the strength of cycles

contributing to irregularity. The irregular component is then estimated as the

component remaining after the estimated trend component has been removed from the

seasonally adjusted series. Consequently, every cycle in the seasonally adjusted series

which does not pass through the filtering process into the series of trend estimates at

full strength, will contribute to the estimate of the irregular component. For example,

any cycle in the seasonally adjusted series which is five months long will only have

around 5% of its strength passing into the estimate of trend, and therefore, around 95%

of its strength will remain in the estimate of the irregular component. On the other

hand, a cycle of length two years has around 95% of its strength passing into the trend

estimate, while the remaining five per cent of its strength remains in the estimate of the

irregular component.

It is evident from graph 4.9 that the 13-term Henderson filter captures the longer term

cycles associated with trend and eliminates the shorter cycles associated with

irregularity, by displaying a gradual transition in cycle attenuation properties from low to

high frequencies. Thus there is a grey or twilight area for some cycle lengths in the short

to medium range. In particular, cycles in the range of six months to two years contribute

to the filtered series with strengths between 10 and 95%, and will consequently be split

between the estimate of trend and the estimate of the irregular component. Any cycle in

this range of lengths which is thought to be of interest to those monitoring trend

behaviour will therefore only partially contribute to the estimate of trend while also

4.2.2  Propert ies of

Henderson moving

averages  continued
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partially contributing to the estimate of the irregular. On the other hand, any cycle in this

range of lengths which is not thought to be of interest in monitoring trend behaviour

will also contribute to the estimate of trend.

It is possible that a more desirable filtering process would be to isolate exactly those

cycles with lengths of interest, while completely eliminating all others, and such a

filtering process will be discussed in section 4.3.1. In practice, however, the exact choice

of a cycle length cut-off differentiating between those cycles that should be passed at full

strength and those that should be completely eliminated, will be dependent on the

particular series being analysed and the type of analysis to be undertaken (assuming the

analysis lends itself to a clear choice of cycle length cut-off at all). The 13-term

Henderson filter has been found to strike an appropriate compromise between

capturing those cycles with length generally of interest and filtering out those that are

not, and can be used very effectively to derive a broad indicator of trend behaviour.

In considering graph 4.9, it can be seen that about 85% of the strength of the

fundamental seasonal cycle of 12-months will pass through the filtering process.

Consequently, the 13-term Henderson filter should not be applied to monthly data that

contains fundamental seasonality, as the yearly cycle would largely remain. On the other

hand, the other seasonal cycles (referred to as harmonics) of 6, 4, 3, 2.4 and 2 months

long would, if not already removed, have strengths respectively of

10, 2, 0, 0 and 0 per cent. A practical advantage of the substantial reduction of the

strengths of these sub-annual seasonal cycles, is that if the seasonal adjustment process

has some deficiencies, such that there remain residual amounts of high frequency

seasonal variation in the adjusted data, the smoothing process will greatly reduce their

presence. Similarly, as the majority of the spectral peaks associated with the other

systematic calendar related effects lie in the range of two to six months, any residual

trading day, pay day, or moving holiday effects present in the seasonally adjusted series

will also be substantially reduced.

In addition to attenuating any residual seasonal effects, the property of reducing the

strength of cycles in the short cycle range also has implications for data collection

methods. If a lot, or most, of the sampling and non-sampling error can be confined to

the high frequency range of cycles, around two to eight months long in the original data

(as has been observed to occur for some collection methodologies), they will then make

minimal contribution to the Henderson based trend estimates. Conversely, if these

statistical errors contribute most of their strength to cycles longer than eight months,

they will have a part in determining the estimated trend behaviour. If that part is

influential, the estimate of the trend component of behaviour would not necessarily

reflect the real world socioeconomic activity it is intended to.

It is interesting to compare the damping properties of the 13-term Henderson moving

average with the moving annual average, otherwise known as the simple 12-term moving

average, described in section 3.3. The damping properties of these moving averages are

given in graph 4.10. It is evident from this graph that the simple 12-term moving average

reduces cycles in the medium cycle range more than the 13 term Henderson, but that it

incorporates more of the strength of cycles in the high frequency range, consequently

resulting in a more volatile series. The 13-term Henderson moving average also has the

advantage that the contribution from the business cycles around two to five years will

4.2.2  Propert ies of

Henderson moving

averages  continued
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The 13-term Henderson moving average is not the only Henderson filter available for

smoothing series, and graph 4.11 shows the gain functions of some of the other length

moving averages used by the ABS. The impact of these moving averages on the strength

of cycles is summarised in table 4.5. The weights of these filters are displayed in

Appendix 3 which also includes their weight and gain calculation formulae.

GRAPH 4.10  GAIN FUNCT IONS OF 12-TERM SIMPLE AND 13-TERM
HENDERSON MOVING AVERAGES

not be significantly reduced in a monthly series, whereas the simple 12-term moving

average will more substantially reduce the impact of these cycles. Although not

particularly significant in the analysis of series which have already been seasonally

adjusted, it is interesting to note that the simple 12-term moving average removes the

annual seasonal cycle of 12 months in monthly data. This is not surprising, as one of the

original motivations behind using the moving annual average is to eliminate the effects

of seasonality, by averaging out the behaviour of series values over the period of one

year.

4.2.2  Propert ies of

Henderson moving

averages  continued
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The object of applying any filter is to preserve as much of the strength of those cycles of

interest as possible, while removing as many cycles outside the range of interest as

possible. For monthly series, the 13-term Henderson moving average has generally been

found to provide an appropriate compromise between preserving the cycles around the

length of the business cycles and longer, while removing as much of the irregularity in

the series as possible. Quarterly series, on the other hand, are generally smoothed by

using a 7-term Henderson moving average.

Table 4.5 shows that a 7-term Henderson moving average preserves 50% or more of the

strength of cycles at least 4.63 periods long, and therefore cycles shorter

than 4.63 periods are reduced to less than 50% of their strength in the filtered series.

This indicates that when the 7-term Henderson filter is applied to a quarterly series

cycles shorter than a year (four quarterly cycle = one year) will be largely removed from

the quarterly data. As any cycle longer than 7.74 periods remains with 90% of its

strength, cycles two years (eight quarters) and longer present in the quarterly series

remain virtually at full strength in the corresponding smoothed series. Consequently, the

7-term Henderson filter removes a substantial part of the irregularity in quarterly series,

while preserving the business cycles and the longer cycles associated with the secular

trend.

31.9924.1818.8415.5613.7733
22.9017.3113.4911.169.8923
13.6410.328.066.695.9513
11.738.896.955.785.1511

9.787.415.814.844.339
7.745.884.633.883.497
5.514.213.342.842.605

90%75%50%25%10%

No. of

te rms

TABLE 4.5  IMPACT OF HENDERSON MOVING AVERAGES ON CYCLES

GRAPH 4.11  GAIN FUNCT ION OF VARIOUS HENDERSON MOVING
AVERAGES

4.2.2  Propert ies of

Henderson moving averages

continued
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A seasonally adjusted series consists of the two non-seasonal components of original

series behaviour, the irregular component and the trend. The irregular component

represents the impact of random or irregular influences on the data being collected, and

corresponds to the 'noise' or 'crackle' in the data that obscures the basic 'signal' or trend.

This 'noise' is analogous to the interference that might cloud a television picture, or the

hiss accompanying a radio or recorded message. The aim in applying a Henderson

moving average to a seasonally adjusted series is therefore to isolate the trend by filtering

out the noise present in the data. The effectiveness of the Henderson filters in achieving

this goal can be considered by investigating their impact on series artificially constructed

to represent the characteristics of noise.

4.2.3  Impact of

Henderson moving

averages on noise

GRAPH 4.12  EFFECT OF 7-TERM LESS 33-TERM HENDERSON ON
CYCLES

Since different length Henderson filters can be used to isolate different ranges of cycles

from a particular time series, more complicated cycle extraction can be performed by

combining  two or more filters. An example of these filters occurs in relation to the ABS

experimental composite leading indicator (CLI). The CLI is designed to detect turning

points in the Australian business cycle as represented in GDP. An estimate of this

business cycle is produced by smoothing the seasonally adjusted GDP series with both

the 7 and 33-term Henderson moving averages, and then subtracting the 33-term

smoothed series from the 7-term smoothed series. As indicated above, a 7-term

Henderson moving average retains 50% or more of the strength of cycles that are at least

4.64 quarters long in quarterly data. On the other hand, a 33-term Henderson moving

average retains 50% or more of the strength of cycles that are at least 18.78 quarters long.

Consequently, subtracting the 33-term smoothed series from the 7-term smoothed series

will result in a 'business cycle' indicator containing cycles in the range of about one to

five years (4.64 quarters to 18.78 quarters), based on a 50% cycle strength threshold.

(Selecting a different strength threshold will then imply a different potential range of

cycles in the indicator, a 75% strength threshold, for example, indicates a range of

approximately 18 months to 6 years (5.88 quarters to 24.18 quarters)). The gain of the 

'7 less the 33-term' Henderson filter appears in graph 4.12.

4.2.2  Propert ies of

Henderson moving

averages  continued
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Regardless of what form the noise takes, the gain function shown in graph 4.9 indicates

that applying the 13-term Henderson filter to a noise series will largely eliminate the high

frequency cycles, while essentially passing those medium and low frequencies that are

present in the noise series. Relating this back to the noise in the seasonally adjusted

series, this indicates that applying the 13-term Henderson filter to the seasonally

adjusted series will isolate not only the medium and long-term cycles associated with the

trend, but also any medium and long-term cycles resulting from irregularity. As a result,

there are likely to be low or medium frequency cycles arising in the original series as a

result of irregularity, which will contribute to the estimate of trend. While this may seem

unsatisfactory, it must be remembered that the reason for applying a Henderson filter to

a seasonally adjusted series is to isolate the trend behaviour, which naturally takes the

form of long-term cycles. The trade-off in ensuring this behaviour is captured is to accept

the potential presence of some long cycles associated with irregularity in the trend

estimates. If a series does not consist solely of irregularities (as is the case with the social

and economic data collected and analysed by the ABS) that is, if a series does contain

some underlying pattern of ongoing behaviour, then the contribution from the low

frequency trend cycles will substantially outweigh the contribution from any irregularities

GRAPH 4.13  BLACK AND WHITE NOISE

When people talk of 'noise', they are usually referring to 'white noise'. A time series is

said to consist purely of white noise when its spectrum displays equal contribution or

power from all cycles, that is, equally from low, medium and high frequencies (as

indicated in graph 4.13). A series produced by a random generating process tends to

display the characteristics of white noise, as does a series constructed from a set of

conventional 'random number tables'. Other forms of noise also exist however. For

example, in a volatile seasonally adjusted series, the noise contributed by irregularity

tends to be dominated by the higher frequency cycles. Such noise is here termed 'black'

noise, and is also indicated in graph 4.13.

4.2.3  Impact of

Henderson moving

averages on noise

continued
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If the irregularity in a seasonally adjusted series is thought of as representing the random

behaviour which masks the underlying substantive behaviour of the trend, then the

application of a moving average should reduce the effects of the irregular influences,

thereby leading to a series in which the behaviour is more predictable and less random.

Returning to the time domain, and regarding each series as a collection of values over an

interval of time, a means by which the strength of random influences can be measured is

to look at the serial correlation of the series. Some analysts have suggested that the

usefulness of ABS trend estimates is undermined by the increase in serial correlation

arising from the trending procedure. This part of the paper considers this issue and how

smoothing a time series affects its serial correlation.

Serial correlation is a measure, , of the degree to which terms k periods apart in a"(i,i+k)

series have a tendency to vary systematically with each other. If the terms k periods apart

in the series vary perfectly in the same direction, then . If the terms k periods"(i,i+k) = 1

apart vary perfectly in the opposite direction to each other, then . If there is"(i,i+k) = −1

no systematic variation between the terms k periods apart, then ."(i,i+k) = 0

By their very nature, both the simple and Henderson moving averages tend to produce

results that have stronger serial correlation than the series to which they are applied.

This is a characteristic associated with the smoothing process and is best illustrated by

considering the effects of applying a moving average to a series initially displaying no

serial correlation. Suppose a moving average is applied to a random series,  , Ri

, where it is assumed that the overall average or expected value is ,i = 1, 2,¢, t E(Ri) = 0

that the variance , and that the covariance  for all . AlsoE(Ri
2) = #2 E(Ri)(Ri+k) = 0 k ! 0

suppose that the moving average has the form  where, asw1Ri + w2Ri+1 +¢ + wnRi+n−1

usual, the weights , , satisfy the condition:wj i = 1, 2,¢, n

(4.2)$
j=1

n
wj = 1.0

Then, the serial correlation of the resultant smoothed series is given by the formula

(4.3)"(i,i+k) =
$

j=k+1

n
wjwj−k

$
j=1

n
wj

2
, k < n

4.2.4  Seria l correlat ion

in smoothed series

passing through the filtering process. Furthermore, the trend estimate, having had a

substantial proportion of the original series irregularity removed (in the form of the high

frequency cycles), will be a better indicator of trend behaviour than either the seasonally

adjusted series, or the types of indicators discussed in Chapter 3.

It should be noted that Henderson filters have been designed specifically for the

purpose of estimating the underlying trend component of social and economic time

series behaviour. Therefore, apart from considering the impact of Henderson filters on

artificially constructed noise series in order to judge their effectiveness in removing the

irregular component of series behaviour, there is little meaningful information that can

be gained by applying Henderson filters to series consisting solely of noise (these series

have no trend to estimate). The ABS does not determine trend estimates for series with

no meaningful social or economic trend growth.

4.2.3  Impact of

Henderson moving

averages on noise

continued
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Firstly, consider the class of simple moving averages, moving averages in which the

weights are all equal and non-negative. The above formula indicates that when applying a

simple moving average of length n to a random series, the serial correlation is strongest

when k=1, and declines as k increases, to the extent that there is zero serial correlation

between terms n or more periods apart. This is not surprising, as the closer two values

are in the filtered series, the more input series values are common to both moving

average calculations, and therefore, the more likely the smoothed values are to vary

systematically with each other. Another property indicated by this formula is that for a

fixed value of k, the serial correlation between terms k periods apart becomes stronger

as the moving average becomes longer. Again, this is not surprising, as the longer the

moving average, the more terms are common to two moving average calculations k

periods apart.

Unlike simple moving averages, Henderson moving averages do not have equal

non-negative weights, although in general, it is still true that the above properties hold.

Thus generally, the further apart two terms are in a random series smoothed by a

Henderson moving average, the weaker will be the serial correlation, while for a fixed

value of k, longer Henderson moving averages tend to give rise to stronger serial

correlation in terms k periods apart. In addition, the serial correlation for any k is in fact

generally smaller for a Henderson moving average than it is for the simple moving

average of the same length.

As the serial correlation produced by applying a moving average process is not

determined by the variance of the random series, the above formula can be used to

calculate values of the serial correlation for any random series satisfying the properties

outlined earlier. Table 4.6 gives the values of the serial correlation for the 7, 13 and

23-term Henderson moving averages, the filters used by the ABS for smoothing quarterly

and monthly data respectively, as well as the simple moving averages of the

corresponding lengths. This table can be used in conjunction with graph 4.14 to

illustrate some of the properties described above.

4.2.4  Seria l correlat ion

in smoothed series

continued
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By considering the effects of applying a moving average to a random series, it can be

seen that passing a seasonally adjusted series through a Henderson moving average will

generally produce a series which displays stronger serial correlation than the seasonally

adjusted series to which it was applied (as the filtering process itself will introduce serial

correlation independently of the degree of serial correlation already present in the input

series). This may seem a little strange, however in practice, most economic time series

GRAPH 4.14  SERIAL CORRELAT ION COEFF IC IENTS FOR VARIOUS
MOVING AVERAGES

— nil or rounded to zero (including null cells)

——————etc.
——————23

0.04—————22
0.09—————21
0.13—————20
0.17—————19
0.220.01————18
0.260.00————17
0.300.00————16
0.35–0.01————15
0.39–0.03————14
0.43–0.05————13
0.48–0.070.08———12
0.52–0.090.150.01——11
0.56–0.080.230.00——10
0.61–0.050.31–0.01——9
0.650.010.38–0.05——8
0.700.120.46–0.08——7
0.740.250.53–0.080.140.016
0.780.410.62–0.010.28–0.025
0.830.580.690.160.42–0.094
0.870.740.770.410.57–0.043
0.910.880.850.690.710.282
0.960.970.920.910.860.761

23 Simple23 Henderson13 Simple13 Henderson7 Simple7 Hendersonk

TABLE 4.6  SERIAL CORRELAT ION COEFF IC IENT, P( I , I+K)4.2.4  Seria l correlat ion

in smoothed series
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It has already been seen in section 4.2.2 that the curvature of the gain of the 13-term

Henderson filter gives rise to a degree of partial attenuation around some cycles of

interest, leading to ambiguity in the analysis of some medium-term cyclical behaviour

(other Henderson filters have similar properties, although the degree of curvature and

the range of cycles affected by that curvature, varies for Henderson filters of different

lengths). The gradual transition in the degree of attenuation for the Henderson filters

can present a second problem for analysts, namely, that it is not possible to specify an

exact cycle length cut-off which will differentiate between those cycles that are passed by

the filtering process and those that are not. Instead, for analysis purposes, it may be

necessary for the analyst to choose an appropriate threshold, based on some specified

percentage reduction in the strength or power of cycles, to indicate the range of cycles

that may be present in the filtered series. While the effects of the filter remain constant,

different choices of threshold will give rise to a different impression of the range of

cycles that are captured by the filtering process. This was particularly evident for the

composite leading indicator discussed in section 4.2.2, in which two Henderson filters

were combined in order to capture a range of cycles of medium length.

In order to circumvent these problems it would, ideally, be desirable to develop a set of

filters which allowed cycles beyond a specified length to pass through at full strength,

while simultaneously ensuring the complete elimination of all others. Combinations of

such filters would then be used to isolate any particular range of interest (a filter that

captured exactly those cycles longer than eight years, for example, would be combined

with a filter that captured exactly those cycles longer than two years, to produce a filter

which would isolate only those cycles two to eight years in length). The ideal filter for

capturing cycles of length X and longer would be one that leaves the strength of all

cycles of length X or longer unaffected and reduces the strength of all shorter cycles to

zero (see graph 4.15 for an example), without introducing any phase shift.

In reality, it is not possible to apply such an ideal filter. An ideal filter has infinite

non-zero weights and would require an infinite span of time series data. In practical

terms, a truncated version of the ideal filter would have to be used. However, the

truncated filter would cause some filter leakage and introduce side lobes to the gain

function. Filter leakage would also contribute to the frequency aliasing problem (see

section 6.3 and 6.4 in Koopmans (1974)). Therefore, ideal filters have very limited value

in the production of quality trend estimates.

Although it is not possible to apply ideal filters to ABS time series, it is possible to obtain

a greater degree of angularity in the gain of filters than presently possessed by the

Henderson filters. As an example, graph 4.15 gives the gain function of one of the

experimental angular or 'cliff' filters developed by the ABS, compared to the 13-term

Henderson filter and the ideal filter it attempts to approximate.

4 . 3  A L T E R N A T I V E S TO

HE N D E R S O N MO V I N G

AV E R A G E S

4.3.1  Angular ity of the

gain funct ion — cli f f

fi l ters

themselves can be considered to have high levels of underlying serial correlation (in

their trend component), offset by random or irregular influences. As indicated earlier,

the smoothing process seeks to strengthen the presence of this trend component by

reducing the presence of the irregularities, and therefore the filtered series would

naturally be expected to display stronger serial correlation than the input series.

Consequently, the Henderson moving averages seek to reflect the underlying serial

correlation present in the seasonally adjusted series.

4.2.4  Seria l correlat ion

in smoothed series

continued
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There is a variety of alternative filter designs based on different smoothing criteria and

with different frequency properties. There are also different methods for estimating the

weighting patterns in the literature. The ABS is investigating various alternative filter

design approaches and the practical implications of using such approaches for its official

statistics.

Least squares estimation procedures can be used to generate weighting patterns that

give rise to filters which have specified effects on the various cycles in time series. A

more sophisticated procedure tailors the filter to a given series by using the spectral

properties of the series in conjunction with least squares methods, to produce the filter

which best achieves the desired goal for that particular series. To date, research by the

ABS using such an approach has not provided noteworthy benefits because of two

4.3.2  Other fi l ters

Generally, the cliff filters referred to above are obtained by averaging over relatively

longer time spans than are used by the equivalent Henderson filters (the term

'equivalent' is used here in the sense of the filter having the same 50% strength cut off).

As the smoothed estimates from the cliff filter are also placed in the centre of the

averaging span, they cannot proceed as far to the current end of the series as can the

shorter equivalent Henderson filter, and therefore there are more periods at the end of

the series affected by the end-point problem. As a result, there are more periods at the

end of the series for which smoothed estimates are calculated using alternative methods

(how the end-point problem is dealt with for series smoothed by Henderson moving

averages will be discussed in Chapter 5). As these methods give rise to smoothed

estimates which are subject to revision as new data becomes available, series smoothed

using a cliff filter are likely to have more estimates at the end of the series subject to

revision than series smoothed using the equivalent Henderson filter, and these estimates

are also likely to be subject to revision for a longer period of time. While this problem

may cause cliff filters to be unsuitable for undertaking smoothing over the entire length

of the series, it may be rational to use a mix of cliff and Henderson filters in order to

obtain a less ambiguous indicator for at least some mid-section of the series.

GRAPH 4.15  EFFECT OF 13-TERM HENDERSON AND ASSOCIATED
IDEAL AND CLIFF FILTERS ON CYCLES

4.3.1  Angular ity of the

gain funct ion — cli f f

fi l ters  continued
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GRAPH 4.16  EFFECT OF 13-TERM HENDERSON AND 2X12 TERM
MOVING AVERAGES ON CYCLES

practical problems associated with obtaining a sustainable and reliable estimate of the

spectrum of the specific time series. Firstly, the number of observations available for the

particular time series may be insufficient to give the requisite precision to the spectral

analysis. Secondly, due to the nature of the process involved in estimating the spectrum,

a reliable estimate of the spectrum of a given series may not be attainable, regardless of

the amount of data available.

There are a large number of other filters available for smoothing series. One moving

average already mentioned which is of particular interest, is the non-simple symmetric

13-term moving average with weights 1/24, 1/12, ..., 1/12, 1/24 (it is often called 2x12

term moving average. Graph 4.4 shows its weight pattern). The cycle strength reduction

properties of this moving average are compared to the cycle strength reduction

properties of the 13-term Henderson moving average in graph 4.16. It can be seen from

this graph that unlike the 13-term Henderson filter, the non-simple 13-term moving

average eliminates the annual seasonal cycle of length 12 months in monthly data, as

well as the other seasonal cycles of length 6, 4, 3, 2.4, and 2 months. This property of the

non-simple symmetric 13-term moving average makes it very useful for removing

seasonality from monthly data, and this moving average is in fact incorporated into the

early stages of the seasonal adjustment process used by the ABS.

4.3.2  Other fi l ters

continued
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One way to overcome the problem of obtaining estimates of trend at the end of the

series is to explicitly extend the seasonally adjusted series by a further m values (where

the Henderson filter to be applied to the series has length 2m+1). For example, suppose

data for a monthly series is available up to month N, and that this data is used to project,

or forecast, series values six months into the future. The 13-term Henderson moving

average could then be applied to the extended series to produce trend estimates for the

last six months up to and including month N. The trend estimate for month N, for

instance, would be calculated by using the seasonally adjusted value for month N, the six

seasonally adjusted values for the half year prior to month N, and the six forecast values

for the half year following month N. As time passes and the actual real data values

become available, each successive forecast value could be replaced by the actual value

observed to occur at the appropriate point in time, and the Henderson moving average

calculations at the end of the series repeated. If the forecast values perfectly predict the

actual values that are observed, then replacing the forecast values by the actual values

will not change the moving average calculations, and there will be no change to the

estimates of trend at the end of the series. If any of the actual values are different from

those forecast, then the recalculations will produce different 'revised' estimates of trend

at the end of the series, which are more indicative of the ongoing long-term behaviour of

the data being collected. In practice forecasts are rarely accurate, particularly the further

5 . 1  TH E AB S AP P R O A C H

TO DE T E R M I N I N G

EN D - P O I N T ES T I M A T E S

In the last Chapter, it was established that Henderson moving averages can be used to

smooth out high frequency irregularity in a series, while simultaneously tracking the

types of curvatures present in the series and accurately capturing the timing of turning

points. As with any centred symmetric moving average, however, this process cannot be

used to directly estimate smoothed series values all the way to the end of the series. For

example, consider the application of a 13-term Henderson moving average to a monthly

time series that ends in September 2002. The last moving average value that can be

directly calculated from the available data will be based on the last 13 consecutive time

series observations, September 2001 to September 2002, and will be recorded against the

seventh observation in this span, March 2002. Consequently, the 13-term Henderson

filter cannot be used to calculate a smoothed value for any of the last six months, April

2002 to September 2002, as there are insufficient observations available for the moving

average calculations. This absence of smoothed estimates at the end of the series is

known as the end-point problem.

In general, if applying a 2m+1 term Henderson moving average to a time series, there

will be m time periods at the end of the series (and indeed, also at the beginning of the

series) for which smoothed values cannot be directly estimated using the Henderson

filter. Thus for a 13-term Henderson moving average (m=6, 13=2x6+1), there will

always be six periods at the end of the series affected, while for a 7-term Henderson

moving average (m=3, 7=2x3+1), there will always be three periods at the end of the

series affected. As the current end of the time series is of particular interest to those

monitoring socioeconomic behaviour, it is necessary to have a mechanism in place for

estimating the contribution of the trend component for the most recently collected set

of original series observations. The ABS uses a collection of non-symmetric moving

averages to determine estimates of trend at the current end of the series, and this

chapter discusses the derivation and properties of these moving averages.

5 . 0  OV E R V I E W
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they look into the future, and the more inaccurate the forecast values are, the more the

trend estimates will be subject to revision as real data becomes available.

Another practical approach towards addressing the end-point problem is to use a

collection of progressively shorter symmetric moving averages as a set of 'surrogates' for

the main Henderson filter. For example, shorter Henderson moving averages could be

applied to determine the estimates of trend at the end of the seasonally adjusted series.

Thus if a symmetric 13-term Henderson filter had been used to smooth the substantive

part of the series, an 11-term Henderson could be used to determine an estimate of

trend for the sixth last time period, a 9-term Henderson could be used to determine an

estimate of trend for the fifth last, a 7-term Henderson for the fourth last, and so on.

Under this methodology, however, there is still a problem with determining estimates of

trend for the last two time periods. The second last estimate, for instance, would be

determined by applying the 3-term Henderson filter and, as discussed in section 4.2.1,

this moving average does not change the characteristics of the underlying series, that is,

it does not filter out any irregularity. In addition, there is no Henderson filter available

for smoothing just one observation, and consequently, no trend estimate could be

determined for the most recent time period.

To combat at least part of this problem, a collection of progressively shorter simple

moving averages could be used as surrogates for the main Henderson filter. Again, for

the 13-term Henderson filter, a simple 11-term moving average could be used to

determine the sixth last estimate of trend, a simple 9-term to determine the fifth last, and

so on, up to a simple 3-term moving average for determining the second last estimate of

trend. Unlike the option above, this would result in a smoothed value for the second last

time period in which there was some reduction in irregularity. Again, however, no

estimate of trend could be determined for the most recent time period, as there is no

simple moving average which can smooth just one data point. In fact, there is no

symmetric moving average which can smooth just one data point.

In addition to failing to provide trend estimates all the way to the end of the series, the

use of these symmetric moving averages gives rise to a problem which is related to the

smoothing characteristics of the different filters. Graph 5.1 compares the smoothing

properties of the 3, 5, 7, 9 and 11-term Henderson filters with the 13-term Henderson

filter. It is evident from this graph that the smoothing properties of each of these filters

differ significantly from the 13-term Henderson filter, and also from each other.

Consequently, the trend estimates determined for each of the last m observed time

periods may capture different characteristics of the series than the Henderson based

trend estimates, and each other (depending on the cycles actually present in the series).

This is an important consideration, as it can result in misinterpretation of the impact of

socioeconomic forces at the current topical end of the series. Furthermore, the

difference in filtering characteristics can lead to a large degree of revision in the trend

estimates when enough data has become available to calculate these estimates using the

main Henderson filter. Graph 5.2 illustrates that the filtering properties for the simple

symmetric moving averages discussed also differ from the symmetric 13-term Henderson

filter and from each other. These moving averages consequently also give rise to

inconsistent filtering properties at the topical end of the series.
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In order to develop a collection of surrogate Henderson filters (also referred to as simply

surrogate filters) which can be used to calculate trend estimates all the way to the end of

the seasonally adjusted series, it is necessary to consider non-symmetric moving

averages. To ensure that the characteristics of the trend estimates produced by these

surrogate filters closely approximate the characteristics of the trend estimates that will be

produced by applying the main Henderson filter when additional data becomes available,

the preferred class of non-symmetric moving averages should approximate the cycle

damping properties of the main Henderson filter. The problem, however, is that

non-symmetric moving averages also introduce phase shift to varying degrees over a

range of cycles, including the longer cycles associated with the trend, and the

non-symmetric moving averages with the best cycle damping properties tend to exhibit

the worst phase shifting properties. Phase shift can also result in the surrogate trend

GRAPH 5.2  GAIN FUNCT IONS OF VARIOUS SIMPLE MOVING
AVERAGES

GRAPH 5.1  GAIN FUNCT IONS OF VARIOUS HENDERSON MOVING
AVERAGES
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estimates having different characteristics to the final Henderson based estimates of trend

(although as with cycle damping properties, this will depend on the amount of phase

shift introduced to the longer cycles actually present in a given series), and can therefore

also result in revision to the estimates of trend. The aim, therefore, is to find a collection

of non-symmetric moving averages which strike a compromise between having similar

cycle damping properties to the symmetric Henderson filter, and introducing a minimal

amount of phase shift, and the revision that occurs between the surrogate and

symmetric Henderson filter of trend estimates. The collection of surrogate filters used by

the ABS for smoothing seasonally adjusted series to determine estimates of trend at the

end of the series are designed to achieve this goal.

The basis for the weighting patterns for the surrogate filters used by the ABS were

explained by Doherty (2001). They are specified under the following conditions:  Firstly,

the weights of each surrogate filter must sum to one (if the weights of a moving average

sum to one, then the application of the moving average to a constant series will preserve

the level of the series, which is a highly desirable property). The second condition upon

the weights of a given surrogate filter arises by requiring that the mean square revision

between the trend produced by the surrogate filter and the trend produced by the main

Henderson filter is to be minimal (that is, the amount of revision should be as small as

possible). These two conditions are used to generate the weights for the surrogate filters

under the added assumption that the trend can be approximated by a linear path over

the relatively short sub spans to which the filters are applied (this just means that the

trend is assumed to be linear at the end of the series). The formula for calculating the

weights for each surrogate moving average for a given 2m+1 term Henderson filter is

rather complex in algebraic terms, and is consequently given in Appendix 4. This formula

defines the weights for the surrogate filters for each Henderson filter of 7 terms and

longer, the details for the 5-term Henderson filter will be discussed later in section 5.2.

In practical terms, the value of each weight in a surrogate filter is a function of a number

of factors:

! the length of the Henderson filter for which the surrogate filter is being determined

! a subset of the weights of the Henderson filter for which the surrogate filter is being

determined

! the number of terms in the surrogate filter

! a measure of the irregularity of the source data, compared to its trend behaviour.

For a Henderson filter of length 2m+1, there are m surrogate filters needed to estimate

the trend at the end of the series. Consequently, although only one 13-term Henderson

filter is required for smoothing a monthly series, a set of six surrogate filters is required

to attend to its end-point problem. That is, a separate surrogate filter is required to

determine an estimate of trend for each of the six final time periods in the seasonally

adjusted series, for which no trend estimate could be calculated using the 13-term

Henderson filter. Similarly, a set of three surrogates is required when using a 7-term

Henderson filter to produce trends for quarterly data. When using a 33-term Henderson

filter to produce trends, as is the case with the ABS composite leading indicator referred

to in section 4.2.2, a set of 16 surrogates is required to determine trend estimates at the

end of the seasonally adjusted series.
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The weights for the m surrogate filters for a given 2m+1 term Henderson filter are not

completely specified without knowing the relative amount of variability in the series due

to irregularity, as opposed to trend behaviour. Consequently, the 'best' set of surrogate

filters to be used with a particular Henderson filter depends on the series to be

smoothed.

To measure the relative degree of irregular to trend variability in a series, a simple

statistic known as the 'end weight parameter' is calculated (this value is also often known

as the  ratio). For a time series which fits the additive model, as described in sectionI÷C

2.1.4, the end weight parameter is computed as the average absolute period to period

change of the irregular component, I, divided by the average absolute period to period

change of the trend, T (where the irregular component is obtained by subtracting the

trend from the seasonally adjusted series). For a time series which fits the multiplicative

model, the end weight parameter is computed as the average absolute percentage

period to period change of the irregular component, I, divided by the average absolute

percentage period to period change of the trend, T (where the irregular component is

obtained by dividing the seasonally adjusted series by the trend). The majority of series

analysed by the ABS display the characteristics of the multiplicative time series model,

and consequently, the latter method is generally used to calculate the end weight

parameter. Regardless of which model is the most appropriate, the end weight

parameter is a value which reflects how much of the variability in the seasonally adjusted

series is a result of irregularity compared to trend behaviour. A numerically low value of

the end weight parameter indicates that the series' period to period movements are

generally driven by the trend, whereas a numerically large value of the end weight

parameter indicates that the irregular fluctuations tend to determine change in the

seasonally adjusted series from one period to the next.

The end weight parameter for a given series is used to specify the best set of surrogate

filters to be used in conjunction with a particular length Henderson filter for that series.

In practice, the end weight parameter does not play such a crucial role for the longer

Henderson filters and therefore, for a particular length Henderson filter with more than

7 terms, the ABS generally uses a single 'generic' value of the end weight parameter for

all series for convenience. The 'generic' values of the end weight parameter used by the

ABS with some of the most commonly used Henderson filters of length 9 and above, are

given in table 5.1. The surrogate filters specified by using these particular values of the

end weight parameter will often be referred to as the 'conventional' surrogate filters. As

long as a series specific end weight parameter (  ratio) is not too different from theI÷C

conventional value, the amount of revision occurring between the conventional

surrogate trend estimates and the Henderson based trend estimates will not be

substantially larger than that using the series specific end weight parameter.
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The given value of the end weight parameter completely specifies the set of weights for

each of the m surrogates associated with a particular length Henderson filter. In the case

of the 13-term Henderson filter the set of conventional surrogate filter weights are

determined by taking the end weight parameter to be 3.5. The weighting patterns for

each of the conventional surrogate filters to be used in conjunction with the 13-term

Henderson filter are given in table 5.2.

Each row in table 5.2 gives the weights of a conventional surrogate filter for the 13-term

Henderson filter, and specifies the time period for which the estimate of trend is being

calculated (where the most current time period for which data is available is period N).

As with the Henderson filter, each surrogate filter calculates an estimate of trend by

weighting and adding together various values from the seasonally adjusted series, and

the columns specify the seasonally adjusted series value to which a given weight is

applied. Thus, considering the rows in the reverse order for convenience, the bottom

row indicates the weighting pattern of the filter used to determine the estimate of trend

for period N–6, which is the 7th last time period for which data is available. It will be

recalled that this is the last time period for which an estimate can be calculated using the

13-term Henderson filter, and indeed, the weighting pattern specified in the bottom row

of the table is the weighting pattern of the 13-term Henderson filter. Here, the

13 seasonally adjusted values from period N–12 up to period N are being weighted, with

the smoothed result recorded against the seventh of these 13 observations, namely,

period N–6.

The second last row gives the surrogate filter weights for determining the estimate of

trend at period N–5, that is, the sixth last time period for which data is available. This

estimate is determined by weighting the 12 last seasonally adjusted values, from period

N–11 up to period N. Similarly, the third last row gives the surrogate filter weights for

determining the estimate of trend at period N–4, the fifth last time period for which data

is available. This estimate is determined by weighting the 11 last seasonally adjusted

values, from period N–10 up to period N. Continuing up the table, the very top row gives

the surrogate filter used to determine the estimate of trend for the most current time

period, period N, and is based on the last 7 seasonally adjusted series values. Whereas

the 13-term Henderson filter in the bottom row can be seen to be symmetric about the

time period against which the smoothed result is recorded, the surrogate filters can be

seen to become progressively less symmetric about the time period to which they refer

6.533
4.523
4.517
4.515
3.513
1.09

Value of end

weight

parameter

Numbe r of

Te rms in

Hende r son

Fi l t e r

TABLE 5.1   VALUES OF THE END WEIGHT PARAMETER ASSUMED BY
CONVENTIONAL SURROGATE FILTERS
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The conditions outlined in section 5.1 are used to generate surrogate filters for

calculating estimates of trend at the end of the seasonally adjusted series. However,

there is an alternative view of the derivation of these surrogate trend estimates which

helps to explain some of their properties. Earlier it was noted that the ABS does not

explicitly forecast the future seasonally adjusted data, and then apply the full length

symmetric Henderson moving averages to the combined actual and forecast data to

5 . 2  AN AL T E R N A T I V E

V I E W OF TH E SU R R O G A T E

TR E N D ES T I M A T E S

In some applications, the use of the conventional surrogate filters is not appropriate

because they are based on assumed degrees of relative irregular variation that are

sometimes too different from the series' actual behaviour. An example for monthly series

are some of the Retail Trade series, which show a much lower degree of irregularity than

is implied by an end weight parameter of 3.5. For these series, an improvement in the

revision properties of the trend values estimated by the surrogate moving averages can

be achieved by using a smaller end weight parameter of 2.0. These are the only monthly

series for which the ABS is not currently using the conventional surrogate filters for the

13-term Henderson filter.

The choice of end weight parameter has been found to be more crucial in determining

surrogate trend estimates for the shorter Henderson filters. As a result, the ABS does not

use a 'generic' end weight parameter to specify the surrogate filters to be used in

conjunction with the 7-term Henderson filter, which is the filter used by the ABS for

smoothing quarterly series. Instead, tailored surrogate filters are used, that is, the

surrogate filters for a given series are specified by using an end weight parameter which

is more indicative of the degree of relative irregular to trend variability of that series. The

ABS is also considering a similar approach towards smoothing at the ends of monthly

series. Tailoring the surrogate filters to the specific end weight parameter of a series will

result in a smaller degree of revision between the surrogate trend estimates and the

main Henderson filter estimates. However, this practice has some disadvantages with

regard to maintaining various accounting identities at the topical end of the series, as will

be discussed in following sections.

— nil or rounded to zero (including null cells)

–0.02–0.030.000.070.150.210.240.210.150.070.00–0.03–0.02N–6
–0.03–0.010.060.140.210.240.210.150.070.00–0.03–0.02—N–5
–0.020.050.140.210.240.210.150.070.00–0.02–0.01——N–4
0.050.130.200.230.210.150.070.00–0.02–0.01———N–3
0.150.220.240.220.150.070.00–0.03–0.02————N–2
0.280.290.250.170.080.00–0.04–0.04—————N–1
0.420.350.240.120.01–0.06–0.09——————N

PeriodPeriodPeriodPeriodPeriodPeriodPeriodPeriodPeriodPeriodPeriodPeriodPeriod

NN–1N–2N–3N–4N–5N–6N–7N–8N–9N–10N–11N–12We i gh t s

fo r

pe r i o d

TABLE 5.2  WEIGHTS OF 13-TERM HENDERSON AND CONVENTIONAL SURROGATES

(indicated by the diagonal bar across table 5.2), as they become shorter and approach

the end of the series; the shortest moving average is in fact completely one sided.
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The surrogate filters defined by the weights in Appendix 4 and used by the ABS as

surrogates to the Henderson filters, are designed so as to have cycle damping properties

which are as similar as possible to the main Henderson filter, while simultaneously

introducing as little phase shift as possible. It is therefore interesting to examine the

cycle reduction and phase shifting properties of some of these surrogate filters. In

particular, the cycle reduction and phases shifting properties of the six conventional

surrogate filters for the 13-term Henderson filter will be considered. These are the

5 . 3  PR O P E R T I E S OF

SO M E CO N V E N T I O N A L

SU R R O G A T E F I L T E R S

derive the end point trend estimates. However, given the weights of a surrogate filter are

derived from an implied trend forecast based on minimising revision criteria. Thus, even

though explicit forecasts are not made, they exist implicitly once the surrogate end filters

have been chosen. Note however that the intention for choosing the surrogate end

filters (and hence the implicitly forecast future trend values) was to minimise revisions to

the preliminary trend estimates and not (necessarily) to produce good forecasts in their

own right. This projection process is different for each surrogate trend estimate and the

set of values used depends on the length of the surrogate filter.

In general, for a 2m+1 term Henderson filter, the first surrogate filter trend estimate is

equivalent to the trend estimate that would be obtained by using the last 2m seasonally

adjusted values to extend the series one period into the future, and then applying the

2m+1 term Henderson filter, the second surrogate filter trend estimate is equivalent to

the trend estimate that would be obtained by using the last 2m–1 seasonally adjusted

values to extend the series two periods into the future, and then applying the 2m+1

term Henderson filter, and so on. Thus the 'base' set of seasonally adjusted values used

to extend the series becomes progressively smaller as trend estimates are calculated for

periods progressively closer towards the end of the series. For each surrogate trend

estimate, the 'base' set of seasonally adjusted values used to extend the series and apply

the Henderson filter is the set of seasonally adjusted values to which the associated

surrogate filter is applied. As a result, it can be seen that the length of the surrogate

filters become progressively shorter (from length 2m to length m+1) as they approach

the end of the series.

An advantage in associating the implicit projection process with the calculation of

surrogate trend estimates is that it helps to explain why the surrogate trend estimates are

subject to revision as additional data becomes available; for if the implicit projections are

not perfectly accurate, then replacing the projected values with real data will change the

Henderson moving average calculations. The way in which the ABS deals with revision to

its trend estimates at the current end of the series will be discussed in Chapter 6.

To date, no mention has been made of the surrogate filters for the 5-term Henderson

filter, and this is because these surrogate filters are derived differently to the manner

described above. The 5-term Henderson surrogates can be derived (rounded to three

decimal places) by assuming the 5-term Henderson filter is applied to an extended

seasonally adjusted series that follows a path which is simply the average of the last two

seasonally adjusted observations. Such an assumption about a series' general behaviour

is inappropriate for many series, and surrogate filters so based display significant bias

when the series being smoothed are growing or declining. As a result of the

unsatisfactory nature of the 5-term Henderson surrogates, the ABS does not use the

5-term Henderson filter for producing trends for publication.
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GRAPH 5.3  GAIN FUNCTION OF 13-TERM HENDERSON AND LAST
THREE CONVENTIONAL SURROGATES

surrogate filters generally used in conjunction with the 13-term Henderson filter for

determining estimates of trend from seasonally adjusted monthly series.

In graphs 5.3 and 5.4, the cycle strength reduction properties, or gain, of the

conventional 13-term Henderson surrogate filters are compared with the symmetric

13-term Henderson filter. For clarity, only the surrogate filters used for estimating the

last three smoothed values are compared to the 13-term Henderson filter in graph 5.3.

The other surrogate filters, which are used to estimate the sixth, fifth and fourth last

values, lie predominantly between the 13-term Henderson filter and the third last

surrogate filter, and are shown in graph 5.4. It can be seen from graphs 5.3 and 5.4 that

the filters that most poorly approximate the 13-term Henderson filter with regards to

cycle damping are the surrogate filters used to estimate the last two trend values, while

the surrogate filter used to estimate the third last trend value is a fair approximation to

the 13-term Henderson filter. The surrogate filters used to estimate the sixth, fifth, and

fourth last trend values approximate the 13-term Henderson filter very closely, and for

most practical purposes, these filters are sufficiently good approximations of the 13-term

Henderson filter to be regarded as equivalents with respect to cycle strength reduction.
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Graph 5.5 illustrates the phase shifting effects of some of the conventional surrogates for

the 13-term Henderson filter. For presentational ease, only the phase shifts of cycles that

remained in the filtered series with at least ten per cent of their strength are shown. This

is because by reducing the strength of cycles in the short cycle range, Henderson filters

also minimise the impact of any phase shifting on the filtered series, as referred to in

section 4.1.2.

It can be seen that the non-symmetric moving average used for estimating the third last

smoothed value does not displace cycles longer than six months by more than one

week. In particular, the long cycles that make up the trend behaviour are not

significantly phase shifted at all. The non-symmetric moving average used to estimate the

second last smoothed value also introduces only a small amount of phase shift for the

larger cycles associated with trend; the amount of phase shift introduced is less than two

weeks for cycles longer than about ten months. When considering the non-symmetric

moving average used for estimating the last, or most recent, smoothed value, it can be

seen that cycles of five to ten months long are phase shifted by at most five weeks;

shorter cycles are shifted by much lesser amounts, while cycles longer than ten months

are phase shifted by about two to four weeks. The non-symmetric moving averages, used

for estimating the sixth, fifth and fourth last smoothed values, have only marginal phase

shifting effects in relation to cycles remaining with more than ten per cent of their

strength.

When considering the phase shifting effect of a moving average, the strength that a

particular phase shifted cycle would have in the smoothed data should be kept in

perspective. Graph 5.5 indicates that the cycles experiencing the greatest amount of

phase shift are in the higher frequency range where the greatest amount of reduction

occurs.

GRAPH 5.4  EFFECT OF 13-TERM HENDERSON AND FIRST THREE
CONVENTIONAL SURROGATES ON CYCLES

5 . 3  PR O P E R T I E S OF

SO M E CO N V E N T I O N A L

SU R R O G A T E F I L T E R S

continued

A B S • A GU I D E T O I N T E R P R E T I N G T I M E SE R I E S — MO N I T O R I N G T R E N D S • 1 3 4 9 . 0 • 2 0 0 3 65

CH A P T E R 5 • EN D - P O I N T ES T I M A T E S



While the surrogate filters discussed in section 5.1 are derived so as to minimise the

amount of revision occurring in the trend estimates at the end of the series, they are

biased with respect to the Henderson based estimates of trend that will be calculated for

these periods when sufficient new data becomes available (thus each surrogate trend

estimate is not necessarily the best available proxy for the final Henderson based

estimate, although it is the least sensitive to change as new data becomes available).

Furthermore, the weights of these surrogate filters are determined under the

assumption that the series being filtered can be approximated by random variation about

a linear path over the last part of the series. This is equivalent to saying that at the end of

the series, the trend follows a linear path, offset in the seasonally adjusted series by

random or irregular influences. If the trend is not following a linear path at the end of

the series, but rather a quadratic or cubic polynomial path, then these estimates of trend

can display even more bias with respect to the Henderson based estimates of trend. This

is because the Henderson filters are generated under a different set of criteria, which

include preserving the cubic and quadratic polynomial trend paths often observed to

occur within socioeconomic time series. Consequently, an alternative approach towards

determining surrogate filters for smoothing the end of a series, is to attempt to minimise

the amount of bias with respect to the Henderson based estimate of trend. This can be

achieved by using exactly the same set of criteria as are used to specify the weights of the

Henderson filters.

For a given length Henderson filter, a set of surrogate filters can be determined which

will each preserve a cubic polynomial trend while simultaneously smoothing out

irregularity. Again, this can be achieved by calculating the weights for a given filter so as

to minimise the sum of squares of the third differences of the weights, subject to the

filter leaving cubic polynomial equations unaltered. The surrogate filters that arise using

these conditions are called the BLUE (Best Linear Unbiased Estimate) surrogate filters

(see Alistair Gray (1996a, b)), as they apply the best set of linear weights to the data at

the end of the series, for producing estimates of trend which are unbiased with respect

to the Henderson based trend estimates. While the BLUE filter based estimates of trend
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GRAPH 5.6  GAIN FUNCT ION OF A BLUE SURROGATE MOVING
AVERAGE

In graphs 5.6 and 5.7, the damping and phase shifting properties of these two surrogate

filters are compared with the properties of the 13-term Henderson filter for which they

are designed to be surrogates. Graph 5.6 shows that the BLUE surrogate filter has

distinctly different cycle strength reduction properties from the 13-term Henderson filter

and the conventional surrogate. On the other hand, graph 5.7 shows that it generally

displays less phase shifting effects than the conventional surrogate filter, and in this

sense is more like the Henderson filter. For presentational ease, only the phase shifts of

cycles that could remain in the filtered series with at least 10 per cent of their strength

are shown.

0.820.49–0.25–0.280.140.18–0.11BLUE
0.420.350.240.120.01–0.06–0.09Conventional

PeriodPeriodPeriodPeriodPeriodPeriodPeriod

NN–1N–2N–3N–4N–5N–6

We i gh t

TABLE 5.3  COMPARISON OF WEIGHTS FOR 13-TERM HENDERSON
SURROGATE FILTERS 

are unbiased in relation to the Henderson based trend estimates, they have, in most

applications, a very high and generally unacceptable degree of revision.

For interest, table 5.3 compares the weighting pattern of the BLUE surrogate filter used

to estimate the current monthly trend estimate, with the weighting pattern of the

conventional surrogate filter used to determine the same trend estimate (these

surrogates are both associated with the 13-term Henderson filter, which is the filter used

to smooth seasonally adjusted monthly series). Note the difference in the weighting

patterns, particularly at the end of the series, period N.
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Before going on to discuss how the ABS deals with revision to the trend estimates at the

end of the series, it is useful to summarise the requirements considered when deciding

upon a set of filters for smoothing seasonally adjusted series. When considering the

appropriateness of a symmetric moving average and its attendant set of surrogate filters,

the following, often conflicting criteria, must be balanced.

1. The moving average(s) must preserve the cycles expected to be in the trend

series and remove or reduce other cycles. For example, if it was agreed that a

trend estimate should not contain the noticeable influence of cycles shorter than

nine periods, then it would not be sensible to use a simple 3-term moving average

to produce estimates of trend (a simple 3-term moving average would pass large

amounts of the strength of cycles shorter than nine periods, as can be verified

from graph 5.2).

2. The phase shift of the longer cyclical behaviour of interest should be minimal, so

that turning points and points of inflection may be detected in a reliable and

timely fashion. This is the major reason for preferring the use of symmetric

moving averages wherever possible, as the centring of the symmetric moving

average values will result in minimal phase shift.

3. The extent of revision between the trend estimate based on the symmetric filter

and the surrogate filters should be small. While the revision would be relatively

small if the trend was taken to be the average path through the entire set of time

series observations, this would not be a very useful estimate of trend. Alternatively,

a one sided moving average could be applied along the entire length of the series,

to determine estimates of trend which were subject to zero revision upon the

availability of additional data. Such a procedure would, however, have significant

phase shifts associated with its estimates and would therefore be misleading with

respect to the timing of turning points. Consequently, the desire to minimise

revision must also take into account the other criteria, as well as the suitability of

the resulting trend series.

4. At the end of the series, the bias between the trend estimates calculated using

the surrogate filters and the final symmetric filter based estimates of trend should
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GRAPH 5.7  PHASE SHIFT OF A BLUE SURROGATE MOVING AVERAGE5 . 4  AN AL T E R N A T I V E SE T

OF SU R R O G A T E F I L T E R S

continued

68 A B S • A GU I D E T O I N T E R P R E T I N G T I M E SE R I E S — MO N I T O R I N G T R E N D S • 1 3 4 9 . 0 • 2 0 0 3

CH A P T E R 5 • EN D - P O I N T ES T I M A T E S



be small. Again, a compromise has to be made here, because a lower bias usually

means that some of the other criteria are less well met. For example, the BLUE

surrogates discussed previously have zero bias, however they have a degree of

revision that is generally regarded as unacceptable.

5. Finally, the smoothing procedure should be capable of tracking the types of

curvatures present in the series, both historically and at the ends, so that the

fundamental shape and level of the series turning points and points of inflection

are preserved.

In its many years of experience in this area, the ABS has found its current trending

procedure to be a robust and resource effective procedure for trending a multitude of

time series. As mentioned earlier (in section 5.2), asymmetric weights of surrogate

Henderson filter are derived from the implied linear prediction of future trend estimates,

based on the minimising revision criteria. Recent ABS research shows that applying

symmetric Henderson filters to data which has been forecasted using AutoRegressive

Integrated Moving Average (ARIMA) models generally produces a smaller revision than

using the current surrogate Henderson filter method does. Further research is being

conducted with a view to adopt this technique in the future for series where it produces

better trend estimates.
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As will be recalled from the previous Chapter, trend estimates for monthly series are

determined by smoothing the seasonally adjusted series with a 13-term Henderson filter

in conjunction with a set of six surrogate filters. These surrogate filters are used to

calculate the trend estimates for the last six periods because there is insufficient data to

undertake a centred 13-term Henderson moving average calculation for these periods.

When sufficient additional data has become available however, these estimates of trend

can be replaced by the Henderson based estimates for which they are designed to be

substitutes. For example, suppose trend estimates are initially determined on the basis of

seasonally adjusted data available up to month N. The last trend estimate that can be

calculated at this time using the 13-term Henderson filter is the estimate for period N–6,

the remaining six estimates all being calculated using the surrogate filters. When

seasonally adjusted data becomes available for month N+1 however, month N–5

becomes the seventh of the last thirteen months for which data is available, and

therefore the trend estimate initially calculated for this period using the first surrogate

filter, can be recalculated using the 13-term Henderson filter.

The addition of one month of data therefore gives rise to revisions in the last six trend

estimates and results in estimates which are both more indicative of the final Henderson

based trend estimates that will be calculated when sufficient data becomes available, and

more consistent with respect to the existing historical Henderson based estimates of

trend. While the estimate of trend for period N–5 is only revised once before there is

enough data available to undertake the 13-term Henderson calculation for this period, it

6 . 1  TH E NA T U R E OF

RE V I S I O N S

As discussed in Chapter 4, the ABS estimates the trend component of original series

behaviour, wherever possible, by smoothing seasonally adjusted series with Henderson

moving averages. Henderson filters are centred in order to avoid phase shift in the

longer cycles associated with the trend and the consequential misrepresentation of the

timing of pivotal changes in trend behaviour. Therefore there are a number of time

periods at the end of each series for which Henderson based trend estimates cannot be

determined. As discussed in Chapter 5, the ABS overcomes this problem by using a set of

non-symmetric surrogate moving averages to determine trend estimates for the most

recently available original series observations. When additional original series values

become available, however, it is possible to recalculate estimates of trend for these

periods by applying the Henderson filter to the updated seasonally adjusted series.

Consequently, the 'provisional' surrogate estimates of trend can, in time, be replaced by

the Henderson based estimates they are designed to be substitutes for, giving rise to

revisions in the trend estimates at the current end of the series.

The current end of the series is particularly important for those attempting to monitor

the impact of socioeconomic forces. In particular, the behaviour of the trend for the

most recent time periods is often used to indicate the current state of the economy, or

the immediate impact of social or economic reforms. The nature of the trending process,

however, means that the potential impact of revisions to the most recently calculated

estimates of trend must be taken into account. This Chapter discusses some of the issues

that must be considered. In particular, section 6.1 discusses the impact of revisions to

the trend, ABS revision practices, and the likely extent of these revisions, while section

6.2 investigates various methods for evaluating the reliability of the provisional trend

estimates.
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A B S • A GU I D E T O I N T E R P R E T I N G T I M E SE R I E S — MO N I T O R I N G T R E N D S • 1 3 4 9 . 0 • 2 0 0 3 71

CH A P T E R 6 • R E V I S I O N S



One means of gaining an appreciation of the impact of revisions in the most current

trend estimates, is to simulate the performance of the smoothing procedure about an

important turning point in a major socioeconomic indicator. As a case study, the

smoothing of the seasonally adjusted Unemployed Persons series has been simulated

through 1983. This simulation is carried out by calculating the trend estimates on the

basis of seasonally adjusted data available up to January 1983, and then determining the

additional trend estimates and revised estimates that can be calculated as each additional

month of seasonally adjusted data becomes available. Note that seasonally adjusted

series are also subject to revision, although only annually when the reanalysis of seasonal

influences takes place. This simulation assumes the last seasonal reanalysis occurred in

January 1983. Thus the data up to January 1983 has been seasonally adjusted, and the

seasonal factors determined from this process have been used to derive the seasonally

adjusted values for the rest of 1983 (as is the procedure for determining seasonally

adjusted values for the months leading up to the next annual seasonal reanalysis). This

guarantees that the revisions to the trend estimates are a direct result of the nature of

the trending procedure at the end of the series, and not the result of subsequent

changes to the seasonally adjusted values from which the trend estimates are derived.

The trend results from January 1983 are recorded in table 6.1. The value of 642.8 in the

first row gives the estimate of trend for January 1983, based on the seasonally adjusted

data available up to this point in time. This is the first and most provisional trend

estimate for January 1983 and is calculated by using the sixth conventional surrogate

filter, which is the shortest and most non-symmetric of the surrogate filters given in table

5.2. The second row gives the trend estimates that can be calculated with the addition of

the February seasonally adjusted observation. The first value of 648.2 is the revised, or

second estimate of trend for January, and is calculated by applying the fifth conventional

surrogate filter to the seasonally adjusted data up to February. The value of 667.8 is then

the first trend estimate for February 1983, and is calculated by applying the sixth

conventional surrogate filter to the seasonally adjusted data up to February. The

remaining rows then give the trend estimates that can be calculated as each subsequent

month of seasonally adjusted data becomes available throughout 1983.

6.1.1  The impact of

revis ions

takes six months, and therefore six revisions, before the trend estimate for period N can

be calculated in this way. Once sufficient data for determining the Henderson based

estimate for this period has become available however, no further revisions will occur as

a result of the trending process.

Although the discussion so far has centred on the nature of revisions to monthly series,

quarterly series experience a similar problem at the end of the series. As quarterly series

are smoothed using a 7-term Henderson filter, only the three most recent periods are

affected by the end-point problem, and therefore only three surrogate filters are

employed. Consequently, the most current estimate is revised only three times before

the 7-term Henderson based estimate of trend can be calculated, and therefore it only

takes three-quarters for the most provisional estimate of trend to be revised into a stable

form.

6 . 1  TH E NA T U R E OF

RE V I S I O N S  continued
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Table 6.1 clearly illustrates the stabilising of the trend estimates for each month as more

data becomes available. In particular, as discussed earlier, it takes six months from the

time the most non-symmetric surrogate filter is used to determine a trend estimate,

before the 13-term Henderson filter can be applied. Once there is enough data available

to determine the trend estimate for a particular month using the 13-term Henderson

filter, there are no further revisions to the trend estimates brought about by the trending

procedure. A revision of these values will now only take place if the seasonally adjusted

data used to determine the trend estimates is revised, such as when an annual seasonal

reanalysis takes place, or if the original data from which the seasonally adjusted values

are determined is changed.

In order to appreciate the impact of these revisions on the trend series, consider

graph 6.1 in which the subsequent estimates of the smoothed series are represented

pictorially. From this graph it can be seen that the revisions to the estimates are

significant enough to change the apparent behaviour of the trend series at the current

end. In particular, until data for October 1983 becomes available, it appears that the

trend is continuing to show an increase throughout July, August and September, albeit at

a much slower rate. Once the value for October has become available, however, the

revised estimates have indicated the presence of a turning point in July/August, an

impression which is not altered by the addition of subsequent data. It is possible,

however, for the Henderson based estimate of the trend initially to identify inaccurately

the timing of the turning point. In such an instance, as more data becomes available the

timing of the turning point will be revised to eventually indicate the correct date.

6.1.1  The impact of

revis ions  continued

— nil or rounded to zero (including null cells)

669.6684.1699.3712.6723.1728.7728.1721.1709.7694.7676.2653.3Dec
—701.0708.7715.8721.7725.8725.3721.1709.7694.7676.2653.3Nov
——718.1721.4723.7725.0724.2719.8709.7694.7676.2653.3Oct
———731.6730.0727.1723.5717.6708.4694.7676.2653.3Sep
————729.5728.1723.8717.6707.5694.0676.2653.3Aug
—————732.4726.9718.4707.3692.5675.3653.3Jul
——————729.0720.2707.8692.4673.9652.5Jun
———————725.7711.4693.6673.7650.8May
————————708.8693.8673.7651.2Apr
—————————690.2673.1650.6Mar
——————————667.8648.2Feb
———————————642.8Jan

198319831983198319831983198319831983198319831983

DecNovOctSepAugJulJunMayAprMarFebJan

TABLE 6.1  UNEMPLOYED PERSONS SIMULAT ION, Trend ser ies wi th al l subsequent rev is ions to
month l y trend est imates ( '000)
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As seen from table 6.1, the use of surrogate filters at the current end of the series gives

rise to a number of revisions to the estimates of trend for the most recent time periods.

In addition, the annual seasonal reanalysis can give rise to revisions in the seasonally

adjusted data from which the trend estimates are derived, resulting in further revisions

to the estimates of trend. As a result, the question arises as to how often the ABS should

publish revised estimates, in particular, whether all consequential revisions should be

published as they occur, or whether they should be recognised regularly but less

frequently. The following discussion will consider a number of possible revision policies

and the impact these policies could have on the accurate detection of changes in the

behaviour of the trend.

One possible policy is not to revise any of the initial trend estimates until the annual

seasonal reanalysis takes place. Thus, for the period of a year, the only change to a

monthly trend series would be the addition of each month to the current trend estimate.

In terms of the above example, this policy would involve publishing only the estimates

that appear on the first diagonal of table 6.1. Table 6.2 shows the trend series (as of the

annual seasonal reanalysis based on data to January 1983) that would be published each

month. Each of these trend estimates is determined at the given point in time using the

sixth conventional surrogate filter, which is the conventional surrogate filter that most

poorly approximates the 13-term Henderson filter with regard to cycle damping and

phase shift. Furthermore, these trend estimates will not be revised until the next annual

seasonal reanalysis takes place, which in this case study was scheduled for January 1984.

Consequently, under this policy, those monitoring behaviour at the current topical end

of the series would have to rely on the provisional trend estimates that most poorly

approximate the Henderson based estimates of trend for up to a year.

6.1.2  Revis ion pol icy and

pract ices

GRAPH 6.1  REVIS IONS TO TREND ESTIMATES FOR UNEMPLOYED
PERSONS

6.1.1  The impact of

revis ions  continued
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Relying on these provisional trend estimates can substantially delay the accurate

detection of turning points in the trend. Consider the simulation for the Unemployed

Persons series again. Table 6.3 gives the month to month movements of the trend series

published under this policy, as they would be calculated each month. To provide a

benchmark series of movements for comparison, table 6.3 also contains the month to

month movements of the stable 1983 trend estimates calculated as of February 1998.

Whereas the benchmark movements indicate that the turning point actually occurred in

July/August of 1983, the movements of the trend estimates published under this policy

would indicate that the turning point occurred between September and October 1983,

two months later than it actually did. This perception would not have been amended

until revised trend estimates became available, shortly after the next annual seasonal

reanalysis. Therefore, under this policy, users would not have been provided with an

indication that there was a turning point between July and August 1983, until around

February 1984. In other circumstances, such as when the next seasonal reanalysis has

been scheduled to take place later in the year, it is possible for this error period to be

longer.

6.1.2  Revis ion pol icy and

pract ices  continued

— nil or rounded to zero (including null cells)

669.6701.0718.1731.6729.5732.4729.0725.7708.8690.2667.8642.8Dec
—701.0718.1731.6729.5732.4729.0725.7708.8690.2667.8642.8Nov
——718.1731.6729.5732.4729.0725.7708.8690.2667.8642.8Oct
———731.6729.5732.4729.0725.7708.8690.2667.8642.8Sep
————729.5732.4729.0725.7708.8690.2667.8642.8Aug
—————732.4729.0725.7708.8690.2667.8642.8Jul
——————729.0725.7708.8690.2667.8642.8Jun
———————725.7708.8690.2667.8642.8May
————————708.8690.2667.8642.8Apr
—————————690.2667.8642.8Mar
——————————667.8642.8Feb
———————————642.8Jan

198319831983198319831983198319831983198319831983

DecNovOctSepAugJulJunMayAprMarFebJanMon th in

wh i ch

trend

se r i e s

ca l cu l a t ed

TABLE 6.2  UNEMPLOYED PERSONS SIMULAT ION, Trend ser ies wi th NO subsequent rev is ions to
month l y trend est imates ( '000)
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Another possible revision policy is to publish only the first revision of each initial trend

estimate, and no more, until the next annual seasonal reanalysis takes place. Thus, for

the period of a year, the only change to a monthly trend series would be the addition

each month of the current trend estimate, and the revision of last month's trend

estimate. Referring again to the simulation for the Unemployed Persons series, this

would involve publishing only the estimates appearing on the first-off diagonal on table

6.1. Table 6.4 shows the trend series (as of the annual seasonal reanalysis based on data

to January 1983) that would be published each month. This policy is similar to the

previous policy, in that for a period of about a year, it still involves reliance upon the

poorest approximating surrogate filters at the end of the series, where interest in reliable

estimates of trend behaviour is keenest.

6.1.2  Revis ion pol icy and

pract ices  continued

— nil or rounded to zero (including null cells)

–11.1–11.9–11.0–7.6–3.42.06.59.511.514.519.8
Benchmark

Series

–31.3–17.1–13.52.1–2.83.43.316.918.622.425.0Dec
—–17.1–13.52.1–2.83.43.316.918.622.425.0Nov
——–13.52.1–2.83.43.316.918.622.425.0Oct
———2.1–2.83.43.316.918.622.425.0Sep
————–2.83.43.316.918.622.425.0Aug
—————3.43.316.918.622.425.0Jul
——————3.316.918.622.425.0Jun
———————16.918.622.425.0May
————————18.622.425.0Apr
—————————22.425.0Mar
——————————25.0Feb
——————————25.0Jan

DecNovOctSepAugJulJunMayAprMarFeb

Mon th in

wh i ch t r end

se r i e s of

movemen t s

ca l cu l a t ed

TABLE 6.3  UNEMPLOYED PERSONS SIMULAT ION, Trend ser ies wi th NO subsequent rev is ions to
month l y trend est imates (per cent )

76 A B S • A GU I D E T O I N T E R P R E T I N G T I M E SE R I E S — MO N I T O R I N G T R E N D S • 1 3 4 9 . 0 • 2 0 0 3

CH A P T E R 6 • R E V I S I O N S



— nil or rounded to zero (including null cells)

–11.1–11.9–11.0–7.6–3.42.06.59.511.514.519.8
Benchmark

Series

–14.5–24.5–12.8–8.61.91.26.78.817.620.724.9Dec
—–7.7–12.8–8.61.91.26.78.817.620.724.9Nov
——–3.3–8.61.91.26.78.817.620.724.9Oct
———1.61.91.26.78.817.620.724.9Sep
————1.41.26.78.817.620.724.9Aug
—————5.46.78.817.620.724.9Jul
——————8.88.817.620.724.9Jun
———————14.317.620.724.9May
————————15.020.724.9Apr
—————————17.124.9Mar
——————————19.6Feb

19831983198319831983198319831983198319831983

DecNovOctSepAugJulJunMayAprMarFebMon th in

wh i ch t r end

se r i e s of

movemen t s

ca l cu l a t ed

TABLE 6.5  UNEMPLOYED PERSONS SIMULAT ION, Trend ser ies wi th al l subsequent rev is ions to
month l y trend est imates (per cent )

Table 6.5 gives the month to month movements of the trend estimates published under

this policy, as they would be calculated each month. Note that each of these estimates of

movement is also revised only once as the revision of the initial trend estimate for a

given month also gives rise to revision in the movement for that month. As can be seen

from table 6.5, these movements would lead users to perceive the timing of the turning

point as being between August and September, rather than July and August. Once again,

this impression would not have been corrected until revised trend estimates became

available around February 1984. Thus this policy can also substantially delay the

detection of turning points in the trend.

6.1.2  Revis ion pol icy and

pract ices  continued

— nil or rounded to zero (including null cells)

669.6684.1708.7721.4730.0728.1726.9720.2711.4693.8673.1648.2Dec
—701.0708.7721.4730.0728.1726.9720.2711.4693.8673.1648.2Nov
——718.1721.4730.0728.1726.9720.2711.4693.8673.1648.2Oct
———731.6730.0728.1726.9720.2711.4693.8673.1648.2Sep
————729.5728.1726.9720.2711.4693.8673.1648.2Aug
—————732.4726.9720.2711.4693.8673.1648.2Jul
——————729.0720.2711.4693.8673.1648.2Jun
———————725.7711.4693.8673.1648.2May
————————708.8693.8673.1648.2Apr
—————————690.2673.1648.2Mar
——————————667.8648.2Feb
———————————642.8Jan

198319831983198319831983198319831983198319831983

DecNovOctSepAugJulJunMayAprMarFebJanMon th in

wh i ch t r end

se r i e s of

movemen t s

ca l cu l a t ed

TABLE 6.4  UNEMPLOYED PERSONS SIMULAT ION, Trend ser ies wi th on ly one subsequent rev is ion
to month l y trend est imates ( '000)
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To minimise potential delays in the accurate detection of turning points, or other

important trend changes, the ABS publishes all revisions to its trend estimates as they

occur. This practice is consistent with the revision policies generally applied to both the

original and seasonally adjusted series. Experience indicates that while the last three

estimates of a monthly trend series can be misleading, the remaining estimates are a

sufficient guide to the behaviour of the trend. This is because the surrogate filters used

to calculate the last three trend estimates are the surrogates that most poorly

approximate the 13-term Henderson filter, whereas the remaining surrogate filters

generally approximate the 13-term Henderson filter quite well.

When using the series of trend movements to detect turning points, all but the last two

estimates of movement are a sufficient guide to turning point timing. Again, this is

because the last two movements are based on the trend estimates that most poorly

approximate the Henderson based estimates for which they are designed to be

— nil or rounded to zero (including null cells)

–11.1–11.9–11.0–7.6–3.42.06.59.511.514.519.8
Benchmark

Series

–14.5–15.1–13.4–10.5–5.60.67.111.415.018.423.0Dec
—–7.7–7.1–5.9–4.10.54.311.415.018.423.0Nov
——–3.3–2.3–1.20.84.410.015.018.423.0Oct
———1.63.03.65.99.213.718.423.0Sep
————1.44.36.310.113.517.823.0Aug
—————5.48.511.214.817.322.0Jul
——————8.812.515.318.621.4Jun
———————14.317.819.923.0May
————————15.020.222.5Apr
—————————17.122.5Mar
——————————19.6Feb

19831983198319831983198319831983198319831983

DecNovOctSepAugJulJunMayAprMarFebMon th in

wh i ch t r end

se r i e s of

movemen t s

ca l cu l a t ed

TABLE 6.6  UNEMPLOYED PERSONS SIMULAT ION, Trend ser ies wi th al l subsequent rev is ions to
month l y trend est imates (per cent )

A further revision policy is to publish all revisions to the trend estimates each month as

they occur. Thus each month, the current trend estimate is calculated, and the

previously calculated surrogate estimates are all revised by incorporating the additional

month of seasonally adjusted data. The trend series, as of January 1983, that would be

published each month for the Unemployed Persons series, is exactly the series given in

table 6.1. Table 6.6 gives the month to month movements of these trend estimates as

they would be calculated each month. Note that as the surrogate trend estimates are all

revised each month, so are all the movements that rely on surrogate trend estimates. It

can be seen that if this policy is followed, then the turning point will be correctly

identified as having occurred in July/August of 1983 when the October 1983 figure is first

published, and that subsequent revisions to the surrogate trend estimates will not alter

this timing. Thus this policy does not require users to wait until the next seasonal

reanalysis before revised trend estimates can be viewed, and consequently represents a

shorter delay in the detection of trend turning points.

6.1.2  Revis ion pol icy and

pract ices  continued
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The majority of monthly series are smoothed using the 13-term Henderson filter and the

set of conventional surrogate filters, and as indicated in section 5.3, it is the last three of

these conventional surrogate filters that most poorly approximate the 13-term

Henderson filter with regard to cycle damping and phase shift (refer to graphs 5.4,

5.5 and 5.6). Therefore, the trend estimate for a particular month should experience the

most significant amount of revision in the first three months, with subsequent revisions

becoming progressively smaller.

The more a particular series is dominated by cycles in the high frequency domain, where

the damping and phase shifting properties of the conventional surrogate filters diverge

most from the properties of the 13-term Henderson filter, the greater the amount of

revision that will occur. Thus for series that are relatively less erratic, the extent of the

revisions is expected to be smaller. Whether any of these revisions are 'significant'

however, depends on the particular circumstances in which these indicators are being

used.

As a result of examining many series, a rule of thumb has been developed for evaluating

the expected amount of revision to the provisional trend estimates calculated for

monthly series using the conventional surrogate filters. The rule states:

'Generally, the expected average percentage revision of the last, second last and third last

trend estimates, relative to their 'final' estimates, will be respectively about one half, one

quarter and one tenth of the series' star value. Other trend estimates are subject to

minimal revision.'

The 'star value' (defined as the average absolute percentage changes of the irregular

component of a time series) is a particular measure of the irregularity present in a series

and is calculated as follows. First, a series of values giving the multiplicative contribution

of the irregular component to the time series is determined, by dividing each seasonally

adjusted value by the corresponding trend estimate. The star value is then taken to be

the average percentage period to period change, without regard to sign, of the most

recent ten year span of this series of irregular values. Table 6.7 gives the star value for a

selection of monthly and quarterly series analysed by the ABS.

6.1.3  Guidel ines for the

extent of revis ions

substitutes. For example, when October 1983 data becomes available for the

Unemployed Persons series, the movements for October and September will rely entirely

on trend estimates for August, September, and October, which are expected to be poor

approximations of the Henderson based estimates for those months. On the other hand,

the movement for August is calculated on the basis of trend estimates for July and

August which are calculated using the third and fourth conventional surrogate filters

respectively. As the third conventional surrogate filter is a good approximation of the

symmetric 13-term Henderson filter, and the fourth conventional surrogate filter is

generally a fair approximation, this movement can be taken as a reasonable indication of

the movement in the final Henderson based estimates for that month. Similarly, the

monthly movements for July and earlier will be calculated on the basis of trend estimates

which are either Henderson based estimates, or very good approximations of Henderson

based estimates, and therefore they will also be reliable estimates of movement.

6.1.2  Revis ion pol icy and

pract ices  continued

A B S • A GU I D E T O I N T E R P R E T I N G T I M E SE R I E S — MO N I T O R I N G T R E N D S • 1 3 4 9 . 0 • 2 0 0 3 79

CH A P T E R 6 • R E V I S I O N S



As an example of the rule in practice, consider the monthly series of new registrations of

cars and station wagons. This series has a star value of 7.24, and therefore the rule of

thumb indicates that the average percentage error of the trend is generally expected to

be about:

! 1/2   x 7.24 = 3.62% for the current trend estimate

! 1/4   x 7.24 = 1.81% for the second most recent trend estimate

! 1/10 x 7.24 = 0.72% for the third most recent trend estimate.

Thus if data is available up to month N, the estimate of trend calculated for month N

using the most non-symmetric conventional surrogate filter, would be expected to differ

by around 3.62% from the Henderson based estimate eventually calculated for month N.

Similarly, the estimate calculated for month N–1 at month N using the second most

non-symmetric conventional surrogate filter, would be expected to differ by around

1.81% from the Henderson based estimate eventually calculated for month N–1. Finally,

the estimate calculated for month N–2 at month N using the third most non-symmetric

conventional surrogate filter, would be expected to differ by around 0.72% from the

Henderson based estimate eventually calculated for month N–2.

The above rule gives the overall amount of revision expected between each provisional

estimate and the final Henderson based estimate, and does not address the amount of

revision that may be expected to occur from month to month. Thus, each surrogate

trend estimate may be revised up and/or down from month to month, with additional

revisions partially cancelling out earlier ones, before they converge to the Henderson

 0.24CPI
 0.55GDP
 1.72GOS — Mfg companies
 2.06

GOS — Trading
enterprises

 11.03Current account deficit
 2.8Goods credits

 2.34Goods cebits
 1.89Residential completions

 3.1
Building

commencements

Quarterly indicator series
 

 69.72Industrial Disputes
 3.6Housing finance

 0.69Retail trade
 8.16

Residential building
approvals

 7.25— Other vehicles
 7.24— Cars and wagons
 7.08— Total vehicles

New motor vehicle
registrations

 0.29Participation rate
 0.29Labour force
 0.26Employed persons
 1.86Unemployed persons
 1.72Unemployment rate

Monthly indicator

STARSer i e s

TABLE 6.7  STAR VALUE FOR SELECTED INDICATORS6.1.3  Guidel ines for the

extent of revis ions

continued
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based estimate. Furthermore, this rule only indicates the average expected revision, and

therefore individual revisions may be above or below these levels. For instance, the star

value for Unemployed persons is 1.86, indicating that the expected average amount of

revision for the provisional trend estimates for a given month, to the final Henderson

based trend estimate for that month, are 0.93% for the first estimate of trend, 0.46% for

the second estimate of trend, and 0.19% for the third estimate of trend. However, in the

simulated trend series for 1983, the actual revisions for January were 0.67%, 0.23% and

0.32% respectively.

The rule indicates that very irregular series can experience a large amount of revision to

the last three trend estimates. Such large revisions can give rise to large swings in

apparent trend behaviour at the end of the series and have the potential to cause

confusion to those using the data. For this reason, the ABS implemented a practice

called clipping for many years, whereby the trend estimates for the last three months

were not published for particularly irregular monthly series. While this led to fewer

problems in dealing with provisional trend estimates, it did result in the loss of some

useful information about the likely behaviour of the trend, and consequently, the

practice of clipping ceased around 1993. At present, all provisional trend estimates are

published for monthly series, although the possibility of significant revisions to the last

three estimates, particularly for highly irregular series, means the most current trend

estimates should be de-emphasised in the decision making process. Methods by which

the reliability of the provisional trend estimates can be investigated will be discussed in

section 6.2.

It should be noted that the above rule of thumb relates specifically to monthly series for

which the provisional trend estimates are calculated using the conventional surrogate

filters. It will be recalled from Chapter 5 that these surrogates to the 13-term Henderson

filter are determined by taking the end weight parameter to be 3.5. For a number of

Retail Trade series that show significantly less irregularity than is implied by an end

weight parameter of 3.5, surrogate filters are used based on an end weight parameter of

2.0. The provisional trend estimates calculated from these surrogate filters are also

subject to revision, with the last three trend estimates again expected to experience the

most significant amount of revision each month. As these surrogate filters are more

specifically tailored to the degree of irregularity in the series, the amount of revision is

generally expected to be smaller than for the conventional surrogate filters, although

there may be greater revision to the estimates whenever there are large irregular

movements in the seasonally adjusted series.

A rule of thumb has also been developed for the average amount of revision expected to

the three provisional trend estimates associated with quarterly series. This rule of thumb

is based on a set of surrogate filters defined by a single typical end weight parameter, and

as the surrogate filters for quarterly series are tailored to the degree of irregularity of the

series being smoothed, the amount of revision would in fact generally be expected to be

better than indicated. The rule states:

'Generally, the expected average percentage revision of the last, second last and third last

trend estimates, relative to their 'final' estimates, will be respectively about one half, one

fifth and one fifth of the series' star value.'

6.1.3  Guidel ines for the

extent of revis ions

continued
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To those regularly using ABS data, it may appear initially that seasonally adjusted series

are subject to less revision than trend series, and are therefore more suitable for analysis.

This is not the case however, because an end-point problem similar to that for the trend

affects the estimation of seasonal factors, which in turn influences the stability of the

seasonally adjusted series as additional data is brought into the adjustment process.

Instead of noticeably affecting just the last few periods (months/quarters) as is the case

for revisions to the trend, it is the estimates of the last few years that are subject to

revision in the seasonally adjusted series. Although they are more widespread, the

revisions to ABS seasonally adjusted series are often not as obvious to users as revisions

to the trend series because they are generally made annually rather than every period.

The ABS has been releasing seasonally adjusted series since 1967. Its experience in doing

so has lead to an empirically based guideline which relates revisions of both monthly and

quarterly seasonally adjusted series to their degrees of irregularity. The rule of thumb

states:

'Generally, the average percentage revision (without regard to sign) for the most recent

year, will be approximately one half of the series' star value. This degree of revision can

be expected to fall gradually to about one fifth of the star value for years four or more

earlier.'

It should be noted that the above rule of thumb examines the gradual revisions that

generally occur from one year to the next as additional data is incorporated into the

seasonal analysis process. Later revisions can, and sometimes do, partially cancel out

earlier ones. Thus the rule does not address the question of how much the first

seasonally adjusted estimates differ from the stable or 'final' estimates that are obtained

some years later. Furthermore, the above rule indicates the average revision expected,

and some revisions for particular months may once again be considerably larger or

smaller than suggested. For instance, the star value for industrial disputes is about 70,

indicating that the expected average revision of the most recent year of seasonally

adjusted data is about 35%, and that these revisions should gradually decline to about

14% for years four or more earlier. One month, however, had a revision of 45%, while

another had the relatively small revision of 2%.

Given that the trend is obtained directly from the seasonally adjusted series, it might

appear that 'final' trend estimates are not possible until the seasonally adjusted figures

themselves have ceased being revised. As discussed, it will take some years for the

seasonally adjusted figures to become final, however, it turns out that the trending

procedure quickly dampens the revisions generally experienced by the seasonally

adjusted series, thereby leading to an effectively 'final' trend series being obtained very

much sooner than the seasonally adjusted series.

It should be noted that the rules discussed above are only guidelines and as with all

global and summary indicators, there will be occasional exceptions to what they indicate.

With respect to revisions, there can also be other factors to take into account besides

incorporation of additional data. For instance, there is the nature of revisions to the

original data — whether they are seasonal in character, trend related, or more irregular

in behaviour. Revisions to the seasonally adjusted series may also occur because

allowances for trading day, payday factors and systematic moving holiday effects may be

improved with hindsight and additional subject matter information. On occasions there

6.1.4  Revis ions to the

seasonally adjusted series
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To assist analysis of recent and current trend behaviour, the ABS generally graphs and

tabulates the trend estimates with the seasonally adjusted series from which they were

derived. The reason for this practice is to enable the users to determine the relative

magnitude and direction of the differences between the two series, the difference being

an estimate (in the additive sense) of the irregular component of series behaviour. The

user is then able to contrast these estimates of recent irregularity with their own

knowledge or anecdotal information of the erratic influences in the series. If the user

believes the irregular contribution to the series in a particular period is significantly

larger or smaller than the value determined from the series provided by the ABS, they

may amend the provisional estimates of the trend series accordingly. For example,

suppose the user believes that the irregular for the current period is larger than the value

calculated from the published seasonally adjusted and trend series. The user could then

reduce the value of the provisional trend estimate for the current period, thereby

increasing the corresponding irregular to a level considered to be more reasonable.

6.2.1  Assessment against

implied irregular ity

The trending procedure gives rise to revision in the last three trend estimates for

quarterly series and the last six trend estimates for monthly series (although as discussed

above, noticeable degrees of revision are only experienced for the last three of these),

with the revision expected to be the most significant for the most recent time period. As

a result of these revisions, the trend estimates for the last three time periods, in

particular, have the potential to give a misleading impression of recent trend behaviour.

This was evident in the case of the simulation for the Unemployed Persons series

discussed above, where the provisional trend estimates for March, April and May 1997

indicated that the Unemployed persons trend estimate was continuing to increase

throughout these months. It was not until data for June 1997 had become available, and

the March, April and May 1997 estimates had been further revised, that the March/April

(later revised to April/May) turning point was revealed.

As a result of the potential impact of revisions to the last three trend estimates, for both

quarterly and monthly series, these estimates should not be taken as conclusive

indicators of recent trend behaviour on their own. This is especially so for seasonally

adjusted series that are highly irregular, as the amount of revision can be quite significant

for these series. In particular, this means that emphatic statements should not be made

about the presence of a current trend turning point developing, based on the behaviour

of the current trend estimates, without considering how reliable these provisional

estimates are likely to be. One way to evaluate the reliability of the provisional trend

estimates is to consider the reliability of the corresponding estimate of the irregular

component of series behaviour. This approach will be discussed in section 6.2.1. Another

approach is to determine how sensitive the current trend estimates are to incorporation

of additional data. Such analysis is referred to here as 'sensitivity analysis', and will be the

subject of discussion in sections 6.2.2 and 6.2.3. Section 6.2.4 briefly discusses some

alternative methods that are being investigated by the ABS for evaluating the reliability of

provisional trend estimates.

6 . 2  EV A L U A T I N G

PR O V I S I O N A L TR E N D

ES T I M A T E S

will also be abrupt dislocations to the trend or seasonal patterns, that give rise to an

additional degree of revision as estimates adapt or are made to reflect the new

behaviour. To date, the ABS has not developed rules of thumb in relation to these

revision factors.

6.1.4  Revis ions to the

seasonally adjusted series

continued

A B S • A GU I D E T O I N T E R P R E T I N G T I M E SE R I E S — MO N I T O R I N G T R E N D S • 1 3 4 9 . 0 • 2 0 0 3 83

CH A P T E R 6 • R E V I S I O N S



Another means by which the recent provisional trend estimates can be evaluated, is to

determine what the seasonally adjusted figure would have to be next period in order for

the current trend estimate to be revised by a specified amount (for instance, one might

consider what seasonally adjusted figure is required next period, all other factors

constant, for the current trend estimate not to be revised). This scenario may be helpful

because most series become available for analysis five months or so after the period to

which they refer. Consequently, there may be other indicators and anecdotal

information available to judge whether the seasonally adjusted figure for the period in

question is likely to be above or below the calculated value. Users may wish to adjust the

provisional trend estimates themselves using their own additional information about the

seasonally adjusted estimate next period.

In order to calculate the seasonally adjusted value required to give rise to a particular

degree of revision in the current trend estimate, it is necessary to refer back to the

weighting process. Each provisional trend estimate is determined, at the given point in

time, by using the weights of the appropriate filter to weight and add together a number

of seasonally adjusted values. That is, each trend estimate is determined by substituting

various seasonally adjusted values into a particular weighting formula. For instance,

suppose seasonally adjusted data for a monthly series is available up to month N and that

the trend estimates at the end of the series are determined using the six conventional

surrogate filters to the 13-term Henderson filter. The estimate of trend for month N,  

 is then calculated using the formulaTN,N

(6.1)
TN,N = −0.092AN−6 − 0.058AN−5 + 0.012AN−4 + 0.12AN−3

+ 0.244AN−2 + 0.353AN−1 + 0.421AN

where   denotes the seasonally adjusted value at month i, and where –0.092, –0.058,Ai

0.012, 0.120, 0.244, 0.353 and 0.421 are the weights of the sixth conventional surrogate

filter, as given in table 5.2. When seasonally adjusted data becomes available for month

N+1, the trend estimate for month N will be recalculated by applying the fifth

conventional surrogate filter to the updated seasonally adjusted series. Therefore, the

trend estimate for month N, calculated at month N+1, is determined from the formula

   (6.2)
TN,N+1 = −0.043AN−6 − 0.038AN−5 + 0.002AN−4 + 0.080AN−3

+ 0.174AN−2 + 0.254AN−1 + 0.292AN + 0.279AN+1

where –0.043, –0.038, 0.002, 0.080, 0.174, 0.254, 0.292, and 0.279 are the weights of the

fifth conventional surrogate filter, as also given in table 5.2. Subtracting equation (6.1)

from equation (6.2) then gives the amount of revision that occurs in the provisional

trend estimate for month N, upon the addition of the seasonally adjusted value for

month N+1. This equation is

6.2.2  Sensit iv i ty  

analys is I

It should be noted that while the original series is also available, contrasting the trend

series with the original series is not particularly helpful. As discussed earlier, the

difference between the trend and the original series is an estimate of the combined

effect of evolving seasonality, trading day patterns, moving holiday influences, and

irregularity. It is unlikely that many users of the data will have detailed knowledge of the

magnitude and directional role of all these factors at each point in time.

6.2.1  Assessment against

implied irregular ity

continued
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If this value seemed reasonable on the basis of all other available information, then the

January seasonally adjusted figure of 802.4 could be used to revise the other provisional

trend estimates calculated in December, particularly the October and November values.

The analyst would then be able to determine whether such a significant revision to the

December estimate, having been regarded as plausible, was indicative of a turning point

having occurred some time in the last few months.

AN+1 = [10 − 0.049 $ (777.8) − 0.020 $ (801.2) + 0.010 $ (798.7) + 0.040 $ (791.5)

+ 0.070 $ (772.7) + 0.099 $ (778.9) + 0.129 $ (753.2)]/0.279

= 802.4

Thus, in order for the December trend value to stay at 767.1 when the surrogate trend

estimates are revised in January 1998, the seasonally adjusted value for January would

have to be 766.6. Similarly, if the trend was to be revised up by 10 over the initial

December figure of 767.1, the January seasonally adjusted value required would have to

be

AN+1 = [0 − 0.049 $ (777.8) − 0.020 $ (801.2) + 0.010 $ (798.7) + 0.040 $ (791.5)

+ 0.070 $ (772.7) + 0.099 $ (778.9) + 0.129 $ (753.2)]/0.279

= 766.6

Using equation (6.4), the January 1998 seasonally adjusted value required in order for

the December trend value to remain unchanged (that is, for zero revision to occur in the

December trend estimate) is given by

767.1772.7779.6786.1791.5795.6798.7801.1802.4801.7799.6797.0T
753.2778.9772.7791.5798.7801.2777.8809.8802.3803.0810.8790.9SA

DecNovOctSepAugJulJunMayAprMarFebJanMon th

TABLE 6.8  UNEMPLOYED PERSONS ( '000) , 1997

 (6.3)
Revision = 0.049AN−6 + 0.020AN−5 − 0.010AN−4 − 0.040AN−3 − 0.070AN−2

− 0.099AN−1 − 0.129AN + 0.279AN+1

Rearranging this equation gives equation (6.4),

 (6.4)AN+1 = Revision−0.049AN−6−0.020AN−5+0.010AN−4+0.040AN−2+0.070AN−2+0.099AN−1+0.129AN

0.279

which provides the mechanism for determining the seasonally adjusted value required

next month, in order for the current trend estimate to be revised by a particular amount.

For example, consider the Unemployed Persons series for 1997. Table 6.8 gives the

seasonally adjusted values (SA) and trend values (T) that were published in

December 1997.

6.2.2  Sensit iv i ty  analys is

I continued
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Another type of sensitivity analysis involves considering the alternative trend paths the

series would follow if the seasonally adjusted series increased or decreased by a typical

amount in the next month. This is the type of sensitivity analysis that regularly appears in

ABS publications. As an example, consider the analysis undertaken for the

Non-residential Building Approvals series in graph 6.2. In this example, the average

monthly percentage movement, without regard to sign, of the seasonally adjusted series

was about 20 per cent for the ten years to October 1998. The alternative trend paths

were therefore determined by revising the trend series on the assumption that the

seasonally adjusted value for November rose (or fell) by 20 per cent over the seasonally

adjusted value for October.

6.2.3  Sensit iv i ty  

analys is II

By referring back to the weighting process and the equations used to derive the

provisional trend estimates at various points in time, it is possible for the analyst to

derive formulae for considering other types of scenarios that may be of interest. For

instance, formulae can be derived to determine the seasonally adjusted figure required

next month in order to produce a particular percentage growth for that month, or the

present month. These scenarios may be useful because they allow analysts to consider

the conditions required for the current growth rate to be maintained, or for there to be a

quickening or slowing of growth. In addition, consideration of zero growth can provide

information about the possibility of a turning point, point of inflection, or plateau

developing in the trend. Regardless of the scenario considered, the analyst is left to

judge whether the implied value for next month's seasonally adjusted figure is likely to

be achieved, given present economic conditions and the history of the seasonally

adjusted series.

It should be noted that calculations of the type discussed above only consider revisions

that are brought about by the trending procedure, and do not take into account the

effect of revisions to the original or seasonally adjusted series. A further point to note is

that while such calculations can also be made for quarterly series, it would be necessary

to determine the weighting formulae for the surrogate filters used for the series in

question (bearing in mind that the weights of the surrogate filters are tailored to the

specific series on the basis of it's relative degree of irregular to trend variability), before

appropriate formulas could be derived. Similarly, specific formulae would have to be

derived for any monthly series, such as some of the Retail Trade series, for which the

trend estimates at the end of the series were not determined by the conventional

surrogate filters.

6.2.2  Sensit iv i ty  analys is

I continued
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In this case, the figure of 20% was chosen because it represented the average monthly

percentage movement in the seasonally adjusted series over the past ten years. However,

the trend paths resulting from any particular level of growth could be considered.

Furthermore, such paths could be determined by using the analysis already undertaken,

without requiring the revised trend estimates at the end of the series to be recalculated

under every scenario of interest. Suppose, for instance, that the trend series is available

up to period N, and that revised trend paths have been determined for the cases where

the seasonally adjusted value for period N+1 rises or falls by X per cent over the value

for period N. Let  denote the (upper) path traced when the seasonally adjusted valueUN,X

grows by X per cent, and let  denote the (lower) path traced when the seasonallyLN,X

adjusted value falls by X per cent. Then the path, , traced by the mid-points of theZN

paths  and , represents the trend outcome obtained if there is zero percentageUN,X LN,X

growth in the seasonally adjusted series in period N+1 (see graph 6.3). As the path ZN

corresponds to zero growth and the path corresponds to X per cent growth, the path for

any particular positive level of growth, say W per cent, can now be determined by tracing

the path W/X from  to , as indicated in graph 6.3. That is, the trend path ZN UN,X UN,W

corresponding to W per cent growth is given by

 (6.5)UN,W = ZN + W
X (UN,X − ZN)

For instance, in the example above, where the upper trend path is determined by growth

of 20 per cent in the seasonally adjusted value for the next period, the trend path

corresponding to 1 per cent growth is given by

 (6.6)UN,1 = ZN + 1
20 (UN,20 − ZN)

Similarly, the trend path corresponding to 40% growth in the seasonally adjusted value

for the next period is given by

 (6.7)UN,40 = ZN + 40
20 (UN,20 − ZN)

GRAPH 6.2  REL IAB IL ITY OF TREND ESTIMATES FOR
NON-RESIDENT IAL BUILD ING APPROVALS

6.2.3  Sensit iv i ty  analys is

II  continued
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In this type of sensitivity analysis, a number of aspects should be noted. Firstly, the

average percentage growth from one period to the next may not be the most

appropriate 'typical' measure to consider. In some applications the median or modal

percentage growth may be more relevant, and these measures of growth are easily

accommodated for in this type of analysis.

Secondly, for some series, the typical seasonally adjusted increase may not be the same

magnitude as the typical decrease. This means that the upper and lower trend paths

initially determined are not spaced equally about the trend path corresponding to zero

growth. For example, consider the situation illustrated in graph 6.4. In this case the

upper alternative trend path is based upon a representative seasonally adjusted increase

of 5%, and the lower trend path on a representative seasonally adjusted decline of 1%.

The range of these seasonally adjusted movements is six units (+5 – (–1) = 6) and

therefore, logic indicates that the path of zero growth will lie 5/6ths of the way from the

upper path corresponding to a five per cent increase, to the lower path corresponding to

a one per cent decrease. That is, if  denotes the upper alternative trend path basedUX,5

on a rise of five per cent, and  denotes the lower alternative trend path based on a fallLN,1

of one per cent, then the trend path, , associated with zero growth, will beZN

 (6.9)ZN = UN,5 − 5
6 (UN,5 − LN,1)

GRAPH 6.3  ALTERNAT IVE TREND PATHS BASED ON EQUAL TYPICAL
SEASONALLY ADJUSTED RISE AND FALL

that is, the path followed by the trend in this case is given by the mid-point path plus

twice the difference between this path and the upper alternative path. The trend path for

any particular rate of decrease, say W per cent, can similarly be determined by

considering the line W/X from  to  . That is, the trend path   corresponding toZN LN,X LN,W

a fall of W per cent is given by

 (6.8)LN,W = ZN − W
X (ZN − LN,X)

From these examples it can be seen that the user can examine the trend path resulting

from any particular rise or fall in the seasonally adjusted value next period, regardless of

the initial growth scenarios published.

6.2.3  Sensit iv i ty  analys is

II  continued
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The third aspect of this type of sensitivity analysis that should be noted, is that the

alternative trend paths are not necessarily symmetrically distributed about the current

trend path, even when they are based upon future seasonally adjusted rises and falls of

equal magnitude. In fact, it is possible for both of these paths to be either above or

below the current trend estimates. Such situations will arise whenever the most recent

seasonally adjusted movement is exceptionally large and the typical seasonally adjusted

rise or fall next period is insufficient to counteract the effect that level of growth has had

on the trend estimates.

The fourth aspect to note is that this type of sensitivity analysis is carried out on the basis

that all other factors are held constant. That is, it assumes that both the original and

seasonally adjusted series are not themselves revised, so that the only revisions occurring

to the trend estimates are a direct result of the fact that an additional period of

seasonally adjusted data is being incorporated into the smoothing process.

Finally, it should be noted that this analysis only looks one period into the future, and

ignores the fact that the present trend estimates will be revised not only by the addition

of next period's seasonally adjusted value, but by the addition of subsequent periods' as

well. Consequently, considering the impact that next period's seasonally adjusted value

has on topical trend estimates is only part of the overall revision story, albeit an

important part.

GRAPH 6.4  ALTERNAT IVE TREND PATHS BASED ON UNEQUAL TYPICAL
RISE AND FALL

This rule can be extended to the general case, so that if  is the upper alternativeUN,X

trend path based on a rise of X per cent, and  is the lower alternative trend pathLN,Y

based on a fall of Y per cent, then the trend path, , corresponding to zero growth, willZN

be

 (6.10)ZN = UN,X − X
X+Y (UN,X − LN,Y)

Once the path corresponding to zero growth has been determined, the trend path

associated with any other specific level of growth can be calculated as above.

6.2.3  Sensit iv i ty  analys is

II  continued
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In the above sensitivity analyses, each of the scenarios considered involved conditional

statements such as, 'This is what the trend series would be if the seasonally adjusted

series was such and such next period, all other factors constant.'  In such analysis, no

likelihood of the particular scenario becoming an outcome is explicitly stated. That

aspect is left to the analyst to determine, given that additional information or hypotheses

may be available to the analyst about the state of the economy, or the activity the series

represents and is related to. However, general probability statements concerning the

trend's revisions may be useful to analysts, and the ABS is investigating ways in which this

may be achieved. For example, Retail Turnover is published with a 90% confidence

interval about the trend estimate. This confidence interval is based on the trend revision

history since 1962.

6.2.4  Alternative

methods of analys is
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As previously indicated, the original series data is affected by real world socioeconomic

irregular effects and imperfections in the statistical collection process, such as sampling

and non-sampling error. These influences give rise to the irregular fluctuations which are

present in the original and seasonally adjusted series, and which mask the underlying

trend component of series behaviour. As the irregularities have a tendency to chop and

change in magnitude and direction from period to period, they tend to cancel each

other out on average. This is the motivation behind using an averaging process to

smooth the irregularity from the seasonally adjusted series. If a particularly large irregular

resides in the seasonally adjusted series, it may not be counteracted over the length of

the averaging span, thereby contaminating the trend estimates for a number of periods.

The effect of this contamination is indicated in graph 7.1, where the impact of the

Reserve Bank of Australia's bulk sell-off of gold stocks in June 1997 is evident in the data

for exports of other non-rural goods.

7.1.1  Extreme irregulars

ABS trend estimates are derived directly from the seasonally adjusted series by applying

an averaging process in the form of the Henderson moving averages and their

surrogates. Therefore, any disturbances in the original series data which pass through to

the seasonally adjusted series, also have the potential to pass through to the estimates of

trend. Examples of such phenomena include the impact of extreme one-off irregular

influences, abrupt rises or falls in the level of the trend path, and disruption of seasonal

and trading day patterns. The general nature and impact of these problems is considered

below.

7 . 1  D I S T U R B A N C E S IN

TH E DA T A

While it is important to consider the impact of revisions when using and interpreting

trend estimates, there are a number of other practical considerations that need to be

taken into account. For instance, it is important to consider how sudden changes in the

behaviour of any of the original series components may affect the trend estimates, and

whether corrections should be made in accordance with these effects. In addition, it is

valuable to consider the compatibility of related trend estimates. For example, how do

the trend estimates for an aggregated series relate to the trend estimates for the

components?  How do trend estimates for quarterly series relate to trend estimates for

monthly series?  This Chapter deals with such considerations. In particular, section 7.1

considers the impact of disturbances in the components of the original data, section 7.2

considers the compatibility of various trend series, and section 7.3 discusses some other

general issues that should be taken into account when using Henderson filters to derive

estimates of trend.

7 . 0  OV E R V I E W
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By considering the weighting patterns of the filters used to derive the trend estimates for

a particular series, it is possible to determine what proportion of a single large irregular,

or 'contaminant' flows through to various estimates of trend. For instance, consider a

monthly series which is smoothed using the 13-term Henderson filter and its six

conventional surrogate filters (see table 5.2 for the weighting patterns of these filters). If

a contaminant resides in the seasonally adjusted value for month M, then a proportion of

this contaminant will pass through to the trend estimates that use the seasonally

adjusted value for month M in their moving average calculations. These proportions are

given in table 7.1. Each row of this table indicates the effect of the contaminant on the

estimates of trend calculated at a given point in time; thus the first row indicates the

effect on the trend estimates calculated at month M, the second row indicates the effect

on the estimates calculated at month M+1, and so on. Each column of table 7.1 then

gives the percentage of contaminant contributed to a particular trend estimate as it is

revised over time.

GRAPH 7.1  IMPACT OF EXTREME IRREGULARS ON TREND ESTIMATES7.1.1  Extreme irregulars

continued
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Table 7.1 indicates that when a contaminant occurs in the seasonally adjusted value for

month M, then initially, 42.1 per cent of the contaminant passes through to the trend

estimate for that month. Progressing down the column for month M, it can be seen that

as additional data is brought into the smoothing process, and the trend estimate for

month M is revised using longer surrogate filters, the contribution of the contaminant

declines. Eventually, once enough data is available to determine the trend estimate for

month M using the 13-term Henderson filter, the contribution of the contaminant

stabilises, the contaminant remaining with only 24% of its strength.

As the last six trend estimates are revised each month by incorporating the new

seasonally adjusted value into the smoothing procedure, estimates prior to month M will

be affected retrospectively by the contaminant. For instance, when the seasonally

adjusted value becomes available for month M, the revised trend estimate calculated for

month M–1 will contain about 28% of the contaminant. In the following five months, as

this estimate is further revised using more appropriate filters, the contribution of the

contaminant will decline to about 21%, where it stabilises. Similarly, the trend estimate

for month M–2 contains about 15% of the contaminant, both at month M and in later

months, the estimate for month M–3 contains between five and seven per cent, and only

minor amounts of the contaminant pass into the estimates for months M–4, M–5 and

M–6 each month. The trend estimates for periods more than six months before month M

are then unaffected by the contaminant as they are all determined by applying the

13-term Henderson filter to a 13-term span that does not include month M.

Trend estimates for months following month M will also be influenced by the

contaminant. Again, this is because the seasonally adjusted value for month M, and

therefore the contaminant in month M, is incorporated into the moving average

calculations for future months. Table 7.1 shows that the trend estimate for month M+1

will initially contain about 35 of the contaminant, and this reduces to about 21% as the

estimate is revised over the next six months. In the month after that (month M+2),

about 24% of the contaminant will pass to the trend estimate initially, although

7.1.1  Extreme irregulars

continued

— nil or rounded to zero (including null cells)

–1.9–2.80.16.614.721.424.021.414.76.60.1–2.8–1.9etc
–1.9–2.80.16.614.721.424.021.414.76.60.1–2.8–1.9M+12
–1.7–2.80.16.614.721.424.021.414.76.60.1–2.8–1.9M+11
–1.1–2.50.16.614.721.424.021.414.76.60.1–2.8–1.9M+10
–0.9–2.20.16.614.721.424.021.414.76.60.1–2.8–1.9M+9
–1.6–2.20.36.614.721.424.021.414.76.60.1–2.8–1.9M+8
–4.3–2.50.46.714.721.424.021.414.76.60.1–2.8–1.9M+7
–9.2–3.80.36.614.521.324.021.414.76.60.1–2.8–1.9M+6

—–5.80.26.814.521.023.821.414.76.60.1–2.8–1.9M+5
——1.28.014.920.823.521.214.76.60.1–2.8–1.9M+4
———12.017.421.623.020.514.46.60.1–2.8–1.9M+3
————24.425.424.120.113.66.10.1–2.8–1.9M+2
—————35.329.221.613.15.0–0.6–2.8–1.9M+1
——————42.127.914.84.6–1.8–3.4–1.9M

M+6M+5M+4M+3M+2M+1MM–1M–2M–3M–4M–5M–6

As at

mon th

TABLE 7.1  MONTHLY CONTAMINAT ION, Percentage of a spec i f i c contaminant in month M pass ing
to trend est imates
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eventually this is reduced to about 15%, and so on. The estimate for month M+6 is then

the last trend estimate incorporating the seasonally adjusted value for month M in its

calculation, and is therefore the last trend estimate affected by this contaminant (the

contribution of the contaminant varies for the six months following month M+6 as the

trend estimate is revised using the various surrogate filters, and eventually, the 13-term

Henderson filter).

From the above discussion, it can be seen that if a contaminant occurs in a monthly

series being smoothed by the 13-term Henderson filter, then not only will the trend

estimate for the affected month respond to the presence of the contaminant, the trend

estimates for the preceding six months and the following six months will also respond.

Furthermore, the impact of the contaminant on a particular trend estimate will vary over

time as the estimate is revised, the proportion of contaminant passing into the trend

estimate depending on the filter used to calculate it at a given point in time.

The effect of a contaminant occurring at a particular point in time can also be considered

for the trend estimates derived from a quarterly series. In this case the seasonally

adjusted series is smoothed by the 7-term Henderson filter, in conjunction with a set of

three surrogate filters which are tailored to the degree of irregular to trend variability of

the series being smoothed. Table 7.2 gives some examples of the impact of a

contaminant occurring in quarter Q, for a few values of the end weight parameter

measure of irregular to trend variability. Case 1 in table 7.2 examines the situation in

which the smoothing procedure is applied to a seasonally adjusted series in which the

period to period movements are driven predominantly by trend behaviour rather than

the irregular fluctuations (an end weight parameter of 0.4). Cases 2 and 3, on the other

hand, consider circumstances in which the irregular fluctuations are generally more

dominant in the series' period to period movements (end weight parameters of 2.0 and

3.5 respectively).

7.1.1  Extreme irregulars
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From table 7.2 it can be seen that the effect of the contaminant varies depending on the

relative amount of irregular to trend variability of the series being smoothed. For

example, consider the trend estimate for the quarter in which the contaminant occurs,

quarter Q. The greater the amount of irregularity assumed by the trending procedure,

the less weight is assigned to the contaminant in the trend estimate for this quarter. In

Case 1, 68.4% of the contaminant initially passes through to the trend estimate for

quarter Q, with the degree of contamination varying over the next three quarters as the

estimate is revised, stabilising at 41.3%. On the other hand, in Case 3 it can be seen that

55.5% of the contaminant initially passes to the trend estimate for quarter Q, before

stabilising at 41.3%.

Table 7.2 also illustrates how other trend estimates are affected both before and after the

period in which the contaminant occurs, as subsequent observations become available.

In particular, it can be seen that not only does the contaminant affect the trend estimate

for the quarter in which it occurs, it also retrospectively affects the trend estimates for

the preceding three quarters to varying degrees over time. In addition, the trend

estimates for the three quarters following the occurrence of the contaminant are

affected, the contribution for each trend estimate varying over four quarters as the

estimate is revised.

7.1.1  Extreme irregulars

continued

— nil or rounded to zero (including null cells)

–5.95.929.441.329.45.9–5.9Q+6
–5.05.929.441.329.45.9–5.9Q+5
–5.36.029.441.329.45.9–5.9Q+4
–5.56.228.841.329.45.9–5.9Q+3

—10.929.439.929.45.9–5.9Q+2
——39.041.027.25.9–5.9Q+1
———55.528.83.0–5.9Q

Case 3: End weight=3.5 (quite
volatile series)

–5.95.929.441.329.45.9–5.9Q+6
–4.45.929.441.329.45.9–5.9Q+5
–5.06.429.441.329.45.9–5.9Q+4

–11.06.328.941.329.45.9–5.9Q+3
—9.129.439.829.45.9–5.9Q+2
——40.940.826.95.9–5.9Q+1
———61.028.52.4–5.9Q

Case 2: End weight=2.0 (moderately
variable series)

–5.95.929.441.329.45.9–5.9Q+6
–3.95.929.441.329.45.9–5.9Q+5
–4.76.629.441.329.45.9–5.9Q+4

–18.36.529.041.329.45.9–5.9Q+3
—6.629.439.729.45.9–5.9Q+2
——43.340.726.65.9–5.9Q+1
———68.428.22.0–5.9Q

Case 1: End weight=0.4 (very  stable
series)

Q+3Q+2Q+1QQ–1Q–2Q–3As at qua r t e r

TABLE 7.2  QUARTERLY CONTAMINAT ION, Percentage of a spec i f i c contaminant in quar te r Q
pass ing to trend est imates
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Table 7.1 indicates that the proportion of the contaminant passing from the December

seasonally adjusted figure to the December trend estimate, stays at 24% from June 1993

onwards (M+6, etc.). Furthermore, as the December trend estimate is calculated using

the 13-term Henderson filter from June 1993, the trend estimate will only be revised in

later months if the seasonally adjusted values are revised. Consequently, the level of

relative contamination of the December trend estimate will only change in later months

if the size of the contaminant is revised, or revisions in the seasonally adjusted series give

rise to revisions in the December trend estimate.

YM,M+6 = 0.240 % 52
5129 % 100 = 0.24%

M = Dec 1992

The impact of this contaminant on the December trend estimate will change over time

as the estimate is revised. Suppose the trend estimate for December has been revised to

5,129 in June 1993, both as a result of incorporating the additional seasonally adjusted

values into the smoothing procedure, and as a result of any revisions to the seasonally

adjusted values from which the December trend estimate is derived. Assuming the

contaminant is still thought to contribute 52 units to the seasonally adjusted December

figure, the relative contamination of the December trend estimate calculated in June

1993 will be

YM,M = 0.421 % 52
5097 % 100 = 0.43%

M = Dec 1992

The above tables indicate the proportion of a particular contaminant that passes through

to the various trend estimates, but they do not indicate the overall impact of this

contaminant. The actual impact will in fact depend on how much of the trend estimate is

determined by the proportion of contaminant passing into it. A measure of this impact is

defined as follows. Suppose a seasonally adjusted series is smoothed using a Henderson

filter of length 2m+1. Let  be the size of the contaminant occurring at period N, as itCN,t

has been assessed at time t (the initial size of a contaminant may be revised over time

with the benefit of hindsight and additional subject matter information). Let  be the%p,t

proportion of this contaminant that passes into the trend estimate calculated for period

p at time t, as given in Tables 7.1 and 7.2. The amount of contaminant passing into the

trend estimate is then  . Hence, if  is used to denote the trend estimate%p,t %CN,t Tp,t

calculated for period p at time t, then a measure, ,  of the relative contamination ofYp,t

this trend estimate is given by

(7.1)Yp,t = %p,t%CN,t

Tp,t
% 100

for , and .p = N − m,¢, N,¢, N + m t = N, N + 1,¢, N + 2m

To understand the operation of this formula, consider the following example in which

there is a contaminant in the December 1992 seasonally adjusted figure of a monthly

series. Suppose the contaminant is thought to have accounted for 52 units of the

seasonally adjusted December 1992 figure, and that the December trend estimate is

5,097. The relative contamination of this trend estimate is then given by

7.1.1  Extreme irregulars
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YM+6,M+12 = −0.019 % 52
5318 % 100 = −0.02%

M = Dec 1992

This negative sign just indicates that the contaminant has been responsible for reducing

the size of the trend estimate rather than increasing it (as in the previous cases) and thus

the contaminant has had the effect of reducing the June trend estimate by 0.10%. As

indicated earlier, the contribution of the contaminant then changes over the next six

months as the June estimate is revised. In December 1993, for example, when the June

1993 trend estimate has been revised to 5,318 units, the relative contamination of the

June 1993 trend estimate will be

YM+6,M+6 = −0.092 % 52
4975 % 100 = −0.10%

M = Dec 1992

Once again, the level of relative contamination of this trend estimate will only change in

later months if the size of the contaminant is revised, or the trend estimate for

September is revised as a result of revisions to the seasonally adjusted values from which

it is derived.

As previously mentioned, months after December 1992 will also be affected by the

contaminant in the data. For instance, consider the June 1993 trend estimate, which will

be the last estimate affected by the contaminant in the seasonally adjusted figure for

December 1992. If the initial trend estimate for June 1993 is 4,975, and the contaminant

is still thought to account for 52 units of the seasonally adjusted December figure, then

the relative contamination of the trend estimate for June 1993 will initially be

YM−3,M+3 = 0.066 % 52
5006 % 100 = 0.07%

M = Dec 1992

The September 1992 trend estimate will be contaminated in following months as well,

although the level of contamination will vary as the trend estimate is revised. For

instance, consider the impact of the contaminant on the September 1992 trend estimate

calculated in March 1993. If the trend estimate for September has been revised to 5,006,

and the contaminant hasn't varied, then the relative contamination will be

YM−3,M = 0.046 % 52
4908 % 100 = 0.05%

M = Dec 1992

As discussed above, months prior to December 1992 will also be contaminated

retrospectively. Consider the month of September 1992 for instance. Once seasonally

adjusted data for December has become available, the revised estimate calculated for

September from the updated seasonally adjusted series will contain the effect of the

December contaminant. Suppose the revised trend estimate for September as at

December is 4,908. The relative contamination of the September trend estimate at this

time is then

7.1.1  Extreme irregulars

continued
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This level of relative contamination will then represent the impact of the contaminant on

the June estimate in future months, unless the size of the contaminant is revised or the

seasonally adjusted series undergoes revision.

While this example illustrates how the level of relative contamination can be determined

for monthly trend estimates, equation (7.1) can similarly be used to determine the level

of relative contamination for quarterly trend estimates. In the latter case, the only

difference is that the proportions, , depend on the relative degree of irregular to%p,t

trend variability of the series being smoothed.

The above discussion indicates that a particularly large irregular can contaminate the

trend estimates for a number of periods. One way to prevent the trend series from

responding to the presence of these extreme irregulars, would be to remove them from

the seasonally adjusted series before the series is smoothed. The main problem with this

strategy, however, is the difficulty of identifying what constitutes an extreme irregular.

Furthermore, the implementation of such a strategy would mean that users could not

reproduce the trend estimates themselves by applying the Henderson and surrogate

filters to the published seasonally adjusted series (the published seasonally adjusted

series does not have any irregularities removed, extreme or otherwise, as it is designed

to be a measure of the non-seasonal behaviour of the original series, that is, it is

designed to contain the trend and irregular components of original series behaviour).

The problems mentioned above were among those considered when the ABS first began

publishing trend estimates in 1984. The ABS has recently developed an algorithm which

uses a cut-off based on a statistical measure of variability, to identify  time series

observations which are unusually high or low. When available, subject matter knowledge

is then used to determine whether each observation thus identified has arisen as a result

of an identifiable random, or one-off influence. In such cases,  the impact of the irregular

influence is then estimated and removed from the extreme seasonally adjusted value

before smoothing is undertaken. This procedure is generally applied to all seasonally

adjusted series smoothed by the ABS and produces trend estimates which are influenced

less by irregularity and which are therefore more representative of the underlying

behaviour of the series.

While extreme irregulars that have been quantified are removed from seasonally adjusted

series, there are nevertheless situations in which irregular influences can distort the

trend estimates. For instance, the identification of extreme irregulars usually takes place

when the annual seasonal reanalysis occurs, unless a specific investigation is requested.

Consequently, extreme irregulars may affect the original and seasonally adjusted series

values that become available between seasonal reanalyses, thus distorting the most

recent trend estimates. Furthermore, even when the seasonal reanalysis takes place,

there may be extreme observations for which a specific cause cannot be found. Such

extremes are not modified before smoothing unless their specific causes are found

and/or the resulting trend estimates are suspicious because they unlikely reflect the

underlying movement of the series. The most recent couple of seasonally adjusted

values are also not generally modified at a reanalysis, because there is usually insufficient

information at the very end of the series to determine if the series is responding to a

one-off occurrence, or undergoing a more sustained change in behaviour. Because the

ABS publishes the trend series in conjunction with the seasonally adjusted series, the

7.1.1  Extreme irregulars
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On occasions there may be abrupt and appreciable changes in the level of a series

between one period and the next, which reflect sudden and sustained changes in the

underlying behaviour of the series. An example of this type of behaviour can be seen in

graph 7.2, where the original data has undergone a sudden shift in level from July 1992.

Such occurrences are here termed 'trend breaks' and can occur either because

socioeconomic change has occurred abruptly and in a sustained fashion, or because of a

change to collection or compilation methodology. An example of the former behaviour

is a building society becoming a bank, thereby leading to a trend break in the deposit

series for both the bank and non-bank sectors (although the series representing the

deposits of all financial institutions will be unaffected by this change of status, because

both banks and building societies are included). An example of the latter behaviour is

the trend break that occurred in the Employed Persons series in 1986, when the

reclassification of Unpaid Family Helpers resulted in additional persons being classified

as employed.

7.1.2  Trend breaks

user may be able to determine whether the trend series has been left to respond to the

presence of a large irregular influence. In such cases, a large spike in the seasonally

adjusted series (either up or down) will be associated with a smaller and smoother bump

in the trend series (as indicated in graph 7.1), which signifies the contribution of the

irregular to the surrounding estimates of trend. If the analyst has an idea of the size of

the extreme irregular from other sources, then equation (7.1) can be used to quantify

the impact of the contaminant on the surrounding trend estimates in these situations.

When the trend is distorted by the presence of an extreme irregular, it may be tempting

to emphasise the seasonally adjusted or original series in the analysis of underlying series

behaviour instead. However, any such irregular will remain at full strength in both the

original and seasonally adjusted series, as these series contain all the elements of the

irregular component of behaviour. As a result, it may be more difficult to interpret the

movements of these series about the affected period than it is to interpret the

movements in the trend series. Furthermore, it should be noted that an unmodified

extreme irregular in the original series can also result in distortion of the seasonally

adjusted series. Unlike the trend series, this distortion tends to affect the seasonally

adjusted series for a number of years before and after the occurrence of the extreme

irregular, rather than just a relatively small number of periods.

A final point to note is that the above discussion has only considered the impact of a

single, large contaminant on the trend estimates about it. In some situations, large

extreme movements are followed immediately by swings in the opposite direction, of a

similar order of magnitude. This can occur, for example, when processing of data is

disrupted in one month, leading to a low figure, and a catch-up is made in the following

month, leading to a high figure. In cases such as this, the adverse impact on the trend

series is relatively short-lived because the Henderson filter and some of its surrogates

dampen out much of the gyration as they pass through these episodes. The impact of

these sudden abrupt swings in behaviour will remain fully in both the original and

seasonally adjusted series, however, making interpretation of their period to period

movements more difficult.

7.1.1  Extreme irregulars
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If a trend break is present in a seasonally adjusted series, then directly smoothing the

series across the break with the Henderson and surrogate filters can give rise to

distortion in the trend estimates for a number of periods around the break. An example

of this distortion is indicated in graph 7.3. This graph shows the effect of applying the

13-term Henderson filter to a hypothetical monthly series that has experienced a sudden

rise in level between December 1997 and January 1998. Note that the seasonally adjusted

series contains no irregularity and apart from the abrupt change in level, displays a

constantly increasing linear trend. The graph shows the distorted trend path that would

be obtained by smoothing across the affected periods with the 13-term Henderson filter.

If the trend break is considered to have occurred exactly midway between December

1997 and January 1998 (the two periods that reflect the sudden change in the level of the

series), then it can be seen that the trend estimates are distorted for six months on

either side of the trend break, with the two closest Henderson based trend estimates on

either side experiencing the most significant amount of distortion.

GRAPH 7.2  IMPACT OF TREND BREAK ON NON-BANK FINANCIAL
INSTITUT IONS DEPOSITS

7.1.2  Trend breaks
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While graph 7.3 shows the eventual impact of smoothing across a historical trend break

with the 13-term Henderson filter, graph 7.4 indicates the 'real time' impact of

smoothing across a recent trend break using the six conventional surrogate filters to the

13-term Henderson filter. Series 1 is the trend path estimated immediately after the

trend break occurs, Series 2 is the trend path estimated one month later by using an

additional seasonally adjusted value to revise the last six trend estimates and calculate

the most current estimate, and so on. It can be seen from this graph that smoothing

directly across a recent trend break with the conventional surrogate filters can give a

distorted impression of the level of the series at the current end, and a distorted

impression of the current gradient or slope of the series. While the trend estimates start

to reflect the level of the series fairly accurately three months after the occurrence of the

trend break, it takes an additional two or three months before the trend estimates also

start to accurately reflect the gradient of the trend at the current end.

GRAPH 7.3  SMOOTHING ACROSS A TREND BREAK WITH 13-TERM
HENDERSON FILTER

7.1.2  Trend breaks
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Given that the presence of a trend break can substantially distort a number of the trend

estimates, the ABS takes such breaks into account, wherever possible, when smoothing

seasonally adjusted series. Suppose the seasonally adjusted series is considered to

consist of two parts, the part of the series before the trend break (up to December 1997

in graphs 7.3 and 7.4) and the part of the series after the trend break (from January 1998

in graphs 7.3 and 7.4). To correct the trend break for smoothing purposes, the ABS

calculates a 'dislocation factor' indicating the extent of the change in trend level. This

factor is then applied to the first part of the seasonally adjusted series to bring its level

into line with the level of the second part of the series. The resulting modified seasonally

adjusted series is then smoothed with the appropriate filters to derive a series of trend

estimates. So that the trend estimates reflect the change in the level of the trend path as

they should, the first part of the trend series is then moved back to the original level of

the seasonally adjusted series over those periods, by dividing the estimates by the same

dislocation factor. The result is a discontinuous series of trend estimates which reflect

the abrupt change in the fundamental level of the series. If this procedure is applied to

the pure trend series being smoothed in graphs 7.3 and 7.4, then the series of trend

estimates obtained is exactly the same as the input series, that is, the above procedure

captures the increasing linear trend of the seasonally adjusted series with its abrupt shift

in level.

As with extreme irregulars, there are situations in which trend breaks are either not

detected or not corrected. In particular, trend breaks are generally only detected during

an annual seasonal reanalysis unless a specific investigation is requested, and are then

only corrected (i.e. the smoothing procedure is modified in the above manner) when

there is sufficient prior information about the occurrence and size or data available to

estimate the extent of the break. To determine how the presence of an untreated trend

break may affect trend estimates, the ABS investigated the impact of a wide variety of

trend breaks on trend estimation for a number of different series (Bend 1993, Report on

the Investigation Into Smoothing Across Trend Breaks). These empirical investigations

used the method described above to determine a series of trend estimates that

GRAPH 7.4  SMOOTHING ACROSS A TREND BREAK WITH 13-TERM
HENDERSON CONVENTIONAL SURROGATES

7.1.2  Trend breaks
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7.683.350.401.001.000.4020
3.841.680.200.500.500.2010
1.920.840.100.250.250.105

MM–1M–2M–3M–4M–5

Per cen t age

trend break

TABLE 7.3  TREND BREAK DISTORT ION, MONTHLY

accounted for the trend break, as a basic guide to the 'true' trend behaviour, and then

compared this series to the trend series obtained by applying the Henderson filters and

their surrogates directly across the trend break without making a correction. The effects

of varying the size of the trend break, the direction of the trend break (up or down), the

change in the slope of the series' trend after the break, and the amount of irregularity in

the series about the break, were then considered.

The amount of distortion observed for the Henderson based estimates was found to be

directly related to the size of the trend break, while the direction, slope and amount of

irregularity about the trend break, were found to have very little influence. As these last

three factors had little effect on the distortion to the trend estimates, the results

obtained under all the conditions considered were used to determine very robust

average values indicating the relative amount of distortion to the Henderson based

estimates of trend for trend breaks of varying sizes. The results for series smoothed by a

13 and 7-term Henderson filter are given in tables 7.3 and 7.4 respectively.

These tables indicate the percentage distortion without regard for sign of the trend

estimates in the periods leading up to the occurrence of the trend break. As an example,

table 7.3 indicates that if the level of the trend in graph 7.3 has risen by 5% between

December 1997 and January 1998, then the Henderson based trend estimate for

December will overestimate the trend level by 1.92%, the Henderson based trend

estimate for November will overestimate the trend level by 0.84%, October will

overestimate it by 0.10%, September will underestimate it by 0.25%, August will

underestimate it by 0.25 per cent, and July will underestimate it by 0.10%. These earlier

underestimates of the trend level are a characteristic of the weighting pattern of the

Henderson moving average and relates specifically to the presence of negative weights.

It can be seen from these tables that the trend estimates are only distorted for six

periods leading up to the trend break when smoothing with the 13-term Henderson

filter, while only three periods are affected when using the 7-term Henderson filter.

Furthermore, it is interesting to note that for both monthly and quarterly series, the

relationship between the size of the trend break and the distortion of the Henderson

based trend estimates around that break is a proportional one. Thus if the size of the

trend break is twice as large, the distortion to the trend estimates will also be twice as

large.

7.1.2  Trend breaks
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It should be noted that, ignoring the direction of distortion, the actual level of distortion

to the Henderson based estimates is nearly symmetric about the trend break. That is, if

the trend break is considered to have occurred exactly midway between the periods

reflecting the sudden change in the trend, then the absolute difference between the

untreated and treated Henderson based trend estimates n periods after the trend break,

will be approximately the same as the absolute difference between the untreated and

treated Henderson based trend estimates n periods before the break (note that the

values in tables 7.3 and 7.4 indicate the difference over the periods leading up to the

trend break relative to the level of the series over those periods, and do not reflect the

relative amount of distortion in the periods after the break as well because the trend

experiences a sudden change in level on the other side of the trend break). The

symmetric nature of the distortion to the Henderson based estimates can be seen in

graph 7.3.

The above tables indicate the degree of distortion to estimates of trend based upon the

Henderson filter when an appropriate allowance is not made for a historical trend break.

The investigation also attempted to determine the impact of a trend break at or near the

end of the series, where the trend estimates are calculated using the surrogate filters.

Unlike the situation above, these investigations did not uncover a direct relationship

between the size of a trend break and the percentage distortion to the surrogate based

trend estimates. However, some general results were found to hold for monthly trend

estimates calculated using the conventional surrogate filters, as will be described below.

When considering the effect of a recent trend break on the trend estimates at the

current end of a series, there are two factors to take into account; whether the surrogate

based trend estimates accurately reflect the true level of the trend component of the

series, that is, whether the level of the trend has been distorted, and whether the

surrogate based trend estimates accurately reflect the true growth rate of the trend

component of the series, that is, whether the slope of the trend has been distorted (this

factor is particularly important as distortion to the trend gradient can give a misleading

impression of the way the behaviour of the trend is changing at the current end of the

series). With regard to level, the investigations found that as a general rule, the surrogate

based trend estimates approached the true trend level from the third period after the

break onwards. This is evident in graph 7.4, as the surrogate trend estimates calculated

for series 3, 4, 5 and 6 for the third period after the break and later all lie very close to

the true trend level of series A. On the other hand, it was found that the true trend

gradient is not reflected until a few periods later, and that how quickly it is reflected

depends on how much the true trend gradient changes after the trend break. In general,

the appropriate trend gradient is estimated more quickly when the true trend gradient

5.600.281.2020
2.800.140.6010
1.400.070.305

QQ–1Q–2

Per cen t age

trend break
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either stays the same after the trend break or becomes slightly steeper, while the

distortion of the estimated trend gradient is greatest whenever the true trend gradient

adopts an opposite direction after the break, or maintains the same direction but

becomes less steep. In the case illustrated in graph 7.4 (where the gradient or slope of

the true trend path has not changed after the trend break) it can be seen that while the

provisional trend estimates in series three to six lie very close to series A from the third

period after the break onwards (in terms of trend level), the slope of series 3, 4, and to

some extent five, are not truly indicative of the true trend slope of series A at the current

end.

As indicated earlier, there are situations in which trend breaks are either not detected or

not corrected. In these situations, where some of the trend estimates can be distorted,

there may be a temptation to emphasise the original or seasonally adjusted series in the

analysis of underlying series behaviour, rather than the trend series. The trend break will

be present in both the original and seasonally adjusted series however, and therefore

movements of the original and seasonally adjusted series over the break will be very

difficult to interpret, especially when they also contain the complicating influences of

seasonal and irregular factors, respectively. Furthermore, when a trend break cannot be

corrected, its presence in the original series also has the potential to distort the

seasonally adjusted series, as will be described below.

As previously indicated, the original series is analysed for seasonal influences

approximately once a year, that is, there is an annual seasonal reanalysis. At this point in

time, seasonal factors are determined for the time periods for which data is available and

these factors are then applied to the original series data to remove the seasonal effects,

thus giving rise to the seasonally adjusted series. Seasonal factors for forthcoming

periods (forward factors) are also determined on the basis of the available data, and

these are used to remove the seasonal influences from forthcoming original series values

as they become available. When the next seasonal reanalysis takes place, the entire

history of the original series is then used to re-evaluate the impact and extent of seasonal

influences and revise the seasonally adjusted series.

When a trend break occurs before the re-estimation of seasonal factors, the current set

of seasonal factors will be used to remove the seasonality from the original series values

about the trend break. As these factors have not been influenced by the presence of the

break, the full impact of the trend break will pass directly from the original series into

the seasonally adjusted series, as it should. On the other hand, once the original series

data containing the trend break has been included in the next annual reanalysis, the

sudden change of level in the original series can distort the estimates of the seasonal

factors, which in turn gives rise to distortion of the seasonally adjusted series. Unlike the

trend estimates, which are only affected for a few periods either side of the trend break,

the seasonally adjusted figures can be affected for a number of years before and after the

occurrence of the trend break.

It should be noted that when contemporary trend breaks are detected but cannot be

corrected, users are warned by the ABS of the presence of a trend break, and the

consequences of the trend break remaining untreated.

7.1.2  Trend breaks
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In addition to experiencing dislocations in the trend component of time series

behaviour, a given series may also experience abrupt and sustained changes in the

behaviour of the seasonal component. Such changes are here termed seasonal breaks.

Seasonal patterns in time series appear to evolve slowly. There is, however, a distinction

between gradual changes and abrupt changes to seasonal patterns. The seasonal

adjustment procedure utilised by the ABS allows for some movement in time series'

seasonal patterns. However, when an abrupt and permanent change in a seasonal

pattern occurs, the ABS allows for a discontinuity in estimates of the seasonal pattern.

This is done so that (much like the concept of a trend break — refer to section 7.1.2)

estimates of a seasonal pattern are not allowed to 'smooth across' a break thus distorting

estimates of the seasonal pattern on either side of the seasonal break. While in principal

these abrupt changes should not affect the estimation of the trend (the trend being the

underlying component of non-seasonal and non-irregular series behaviour) they do have

the potential to distort the seasonally adjusted series from which the trend estimates are

derived, thereby potentially leading to some distortion of the trend. In this respect, it is

valuable to briefly consider the impact of seasonal breaks in relation to the smoothing

procedure.

Seasonal breaks occur when seasonal patterns, trading day effects, payday effects, or

moving holiday effects change abruptly. For example, the seasonal pattern of recorded

export trade changed abruptly as a result of special reminder action requesting exporters

to lodge their returns on time. In this case it was found that some of the activity

previously attributed to January actually occurred in December, and thus when exporters

lodged their returns on time, the December figures rose abruptly while the January

figures correspondingly suddenly decreased by a substantial amount. Trading day

patterns in series such as the Housing Finance series changed when the major banks

switched from recording information on the last Wednesday of the month to the last

working day of the month. Finally, the systematic moving holiday effect associated with

the Australia Day holiday changed in 1988 when the national convention for its

observance was varied between states and territories. Instead of this holiday falling on

the first Monday after January 26 and impacting on January and February figures in the

same way Australia-wide, the day of observance varied for the different states and

territories and consequently affected state and territory figures differently.

Just as with trend breaks, untreated seasonal breaks in the original series can distort the

seasonal factors derived from the series, and hence distort the seasonally adjusted series.

In particular, if a seasonal break occurs after an annual reanalysis, then the current

seasonal factors applied to the series will be determined solely on the basis of the old

pattern of systematic calendar related behaviour, and thus will not reflect the new

pattern of systematic calendar related behaviour. Consequently, applying the forward

factors to the original series values containing the new pattern of behaviour can result in

some residual calendar related effects remaining in the seasonally adjusted series for

those periods. On the other hand, once the data affected by the seasonal break has been

incorporated into the next reanalysis, the presence of two distinct patterns of calendar

related behaviour will distort the seasonal factors around the break, and they will not

completely capture either pattern. The result is that the seasonally adjusted series can

contain some residual calendar related effects for a number of years either side of the

seasonal break.

7.1.3  Seasonal breaks
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Many ABS series can be considered as being built up from, or comprised of, a number of

component series. For instance, original series figures are available for the number of

employed and unemployed persons, and adding these original series values together

gives the original series figures for labour force. Similarly, the original series figures for

the unemployment rate are derived directly by dividing the unemployed persons figures

by the labour force figures. As a further example, the original series Balance of Trade

figures are derived by subtracting the original series figures for imports from those for

exports. When an original series, , is a particular combination of a number ofOt

component series, and the trend series are available for both  and its components, theOt

question arises as to whether the trend series for  can be obtained by combining theOt

trend series for the components in the same way. In order to consider this question, two

basic scenarios will be discussed; the first is the situation in which  is the sum orOt

difference of a number of component series, and the second is the situation in which Ot

is derived by multiplying or dividing a number of component series together.

7.2.1  Component series

Another practical issue that is very important to consider when deriving and interpreting

trend estimates is how compatible are the trend estimates for various series. Section

7.2.1 considers the trend estimates derived for a series composed of component series,

and compares them to the trend estimates for the components from which they are

derived. Section 7.2.2 considers the compatibility of trend estimates derived from

quarterly and monthly series.

7 . 2  CO M P A T I B I L I T Y OF

TR E N D ES T I M A T E S

In some instances a series will have a number of aspects of its character changed

abruptly and simultaneously, such as when significant changes are made to economic

policies, or the way data is collected. In such cases, the presence of both trend and

seasonal breaks, in combination with changed irregular variation, create a confusing set

of period movements in what has effectively become a new series. While these situations

can be resolved, it generally takes a number of years before adequate corrections can be

incorporated into the seasonally adjusted and trend series.

7.1.4  Compound breaks

The amount of distortion a seasonal break has on the trend estimates depends on the

nature of the break. For instance, suppose a seasonal break results in residual trading

day, pay day or moving holiday effects remaining in a seasonally adjusted monthly series.

As the cycles associated with these behaviours lie predominantly in the range of two to

six months, they will generally be filtered from the seasonally adjusted series by the

13-term Henderson filter and all but it's last two conventional surrogates (refer to graphs

5.4 and 5.5). On the other hand, the cycles associated with 'true' seasonality lie at the

seasonal frequencies of, 12, 6, 4, 3, 2.4, and 2 months. As the 13-term Henderson and its

conventional surrogates do not substantially attenuate the annual seasonal cycle of

twelve months, the presence of residual seasonality in a monthly seasonally adjusted

series may also lead to the presence of some residual seasonality in the trend series.

It should be noted that seasonal breaks are corrected wherever possible before

determining seasonal factors, however, it takes at least three years before there is

enough information available about the new pattern to recognise, reliably, the presence

of a seasonal break, and correspondingly make a correction for it.

7.1.3  Seasonal breaks
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AD D I T I V E RE L A T I O N S H I P S

The situation in which an original series can be obtained by summing or differencing

other available original series arises frequently in ABS publications, as the majority of ABS

time series are published at a number of different levels known to be particularly relevant

to the decision making process. Thus the employed persons figures, for instance, can be

found broken up by state, by gender, by full-time and part-time persons, or by

combinations of these and other variables. These published original series figures are

consistent across levels, that is, the original figures across all the states and territories will

sum together to give the original series figures for the total number of employed persons

in Australia, as will the figures for full-time and part-time persons, while the difference

between the original figures for the total number of employed persons and male

employed persons will be the figures for female employed persons, and so on. The same

is not necessarily true for the seasonally adjusted and trend estimates, however. The

difference is often called statistical discrepancy.

If a particular original series, , is the sum (or difference) of a number of componentOt

series and there are seasonally adjusted series available for both  and the componentOt

series, then there are two separate approaches that can be taken towards producing

trend estimates for . One approach is to directly smooth the seasonally adjusted seriesOt

for , while another option is to smooth each of the component seasonally adjustedOt

series, and then combine them together to produce a trend series. For instance, as the

original figures for the total number of employed persons can be derived by adding the

male employed persons figures to the female employed persons figures, a trend series

for the total number of employed persons could be derived either by smoothing the

seasonally adjusted series for total employed persons directly, or by smoothing each of

the seasonally adjusted series for males and females, and adding these two smoothed

series together. Generally, in order for these two methods to give the same results, three

conditions must be satisfied:

! The seasonally adjusted series for  equals the sum (difference) of the seasonallyOt

adjusted components.

! None of the seasonally adjusted series are modified for extreme irregulars or trend

breaks (in a non-linear fashion) during the smoothing process.

! All of the seasonally adjusted series are smoothed with the same set of filters, that is,

the same length Henderson filter and the same set of surrogate filters are applied to

the components as well as the composite series.

The first condition holds for a large number of seasonally adjusted series published by

the ABS, as seasonally adjusted series published at a broad level are generally derived by

aggregating a particular set of seasonally adjusted components that have been published

at a finer level. This practice is implemented because summing the original series

components and then seasonally adjusting the sum rarely gives exactly the same result as

seasonally adjusting the components and adding the component seasonally adjusted

series together (although the results are generally very similar). By choosing to publish

the seasonally adjusted series derived by aggregating the seasonally adjusted

components, the ABS minimises the number of explicit measures of the same quantity

that are available, and retains consistency with results obtained at a finer level.

7.2.1  Component series
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AD D I T I V E RE L A T I O N S H I P S  continued

The second condition indicates that the modification of extreme irregulars or correction

of trend breaks in either the component or composite seasonally adjusted series, can

give rise to differences between the trend estimates derived from the two methods. This

occurs because different component series may react to a particular extreme irregular or

trend break in a different way (or not at all) compared to the composite series.

Consequently, the corrections made at the component level and the composite level will

generally not have a consistent impact on the trend estimates derived under the two

methods. For example, the employed persons figures for the Northern Territory are

often quite volatile, and are more susceptible to the influence of irregular influences than

the figures for the larger states and territories. Consequently, the Northern Territory

figures may contain extreme irregulars that are not present in either the other state and

territory figures, or at the Australian level. In this case, the Northern Territory figures

may be modified for these irregular influences before smoothing, thus affecting the

trend series derived by aggregating the state level trend estimates. On the other hand,

no equivalent modification will be made to the Australian level figures, as the same

irregular influences have not given rise to the presence of extreme irregulars at the

Australian level.

The third condition indicates that whenever different filters are used to filter the

component series and the composite series, the trend estimates derived through the

two processes will not necessarily be identical. This is particularly important for series in

which tailored surrogate filters are used, for while the substantive part of the series is

smoothed using a 2m+1 term Henderson filter, the first and last m trend estimates

determined for each series are calculated using surrogate filters that depend on the

relative amount of irregular to trend variability of the series being smoothed. Thus for

quarterly series, where the ABS generally uses tailored surrogates in conjunction with the

7-term Henderson filter, this lack of consistency can affect the trend estimates for the

first and last three quarters. While the differences are not generally significant, they tend

to be greatest when the component series are substantially more irregular than the

composite series, or when the composite series displays appreciable period to period

growth, and are more noticeable for the trend estimates derived from the shortest

surrogate filters.

To minimise the number of explicit measures of the same quantity that are available, the

ABS generally prefers to derive trend estimates at a broad level by adding together the

trend estimates for a particular set of published finer level components. While this

prevents the published trend for the composite series from being different from the

aggregation of those component trend series, there may still be combinations of other

trend components which will give rise to different results. The difference is called

statistical discrepancy. For example, the trend series for the total number of employed

persons is determined by aggregating the trend series for full-time males, full-time

females, part-time males and part-time females at Australia level. Consequently, any

combination of these trend components to the total persons level will give rise to the

trend series published for the total number of employed persons. However,  there is no

guarantee that the aggregation of the trend series at the state and territory level will give

rise to the trend series published for employed persons at the total Australian level

although it is true for original estimates.

7.2.1  Component series
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In order to make informed decisions about the state of the economy, or the impact of

socioeconomic reforms, it is often necessary to consider series for a number of different

collections. As will be seen below, whether the trend indicators for all these series are

directly comparable will depend not only on the smoothing procedure employed for

each series, but also on the type of data being smoothed.

Original, seasonally adjusted, and trend series can represent two distinct types of time

series, namely, stock and flow series. The values in a stock series each measure activity at

a particular point in time, while the values in a flow series measure accumulated activity

over a particular period of time. Thus for a monthly stock series, for instance, the data

value for a particular month is determined at some specific point in time during that

month and does not involve any information about activity at any other time during the

month. For a monthly flow series on the other hand, the data value for a particular

month represents the total accumulated amount of activity that has taken place over the

month. As the values of the Employed Persons series each indicate the number of

employed persons at a particular point in time each month, the Employed Persons series

is an example of a stock series. On the other hand, the Retail Trade series is an example

7.2.2  Quarter ly and

monthly trend indicators

AD D I T I V E RE L A T I O N S H I P S  continued

It should be noted that there are occasions in which a composite series will be

smoothed directly. Such situations generally occur when the direct seasonal adjustment

of the composite series yields significantly higher quality in term of less irregularity and

residual seasonality than the aggregating approach, or when there is more historical

information available at the composite level. As an example, the retail trade figures for

Australia are smoothed directly rather than summing the smoothed state and territory

components1.

MU L T I P L I C A T I V E RE L A T I O N S H I P S

Original series can also be derived by multiplying or dividing together various

component series. For instance, the original series figures for the unemployment rate

are obtained by dividing the figures for unemployed persons by the figures for labour

force. Again it is possible to either smooth the composite series directly, or smooth the

individual components and then multiply or divide the smoothed component series in

order to derive a series of trend estimates. While these two procedures generally

approximate one another very well, the differences tend to be most significant when:

! the component series are highly irregular and the resultant series is much less

irregular due to cancelling effects

! a component series contains sharp turning points or steep regions of inflection

which affect its smoothing and which become reduced or enlarged in the composite

series.

Once again, where component trend series are available, the ABS generally manipulates

those smoothed components arithmetically to obtain products or ratios, thereby

avoiding two explicit measures of the same quantity.

7.2.1  Component series
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of a flow series, because the retail trade figures each give the level of accumulated daily

retail trade over the period of a month.

The following discussion considers the trend estimates derived for both quarterly and

monthly data for stock and flow series, and considers how comparable these trend

indicators are. The discussion begins with the most commonly encountered type of

series published by the ABS, flow series.

FL O W SE R I E S

In order to illustrate the differences between trend estimates derived from quarterly flow

series using the 7-term Henderson filter, and trend estimates derived from monthly flow

series using the 13-term Henderson filter, it is necessary to consider flow data that is

available in the form of both monthly and quarterly series. Suppose a monthly flow series

is available. As the values in a flow series each indicate the accumulated level of activity

over the period to which they refer, a quarterly flow series can be derived from this

series by adding together the three monthly values in each quarter. Thus the June

quarter figure for a particular year, , will be the sum of the April, May, and JuneQJune

monthly figures for that year, , , and , respectively (in fact, any quarterlyMApril MMay MJune

flow series can be considered as having arisen from a particular underlying monthly

series in this way, the monthly series being the series that would have arisen by

accumulating the flow data every month instead of every quarter).

Suppose the above quarterly flow series is smoothed by the 7-term Henderson filter, so

that each quarterly figure in a particular 7-term span is weighted by the appropriate

7-term Henderson weight, and summed with the other weighted values in the 7-term

span. Each quarterly figure is the sum of three monthly figures, and therefore, applying a

weight to a particular quarterly figure is the same as weighting and adding together each

of the three monthly values in that quarter. For example, if weight w is applied to the

June quarterly figure in a 7-term Henderson moving average calculation, then

(7.2)
w % (QJune) = w % (MApril + MMay + MJune)

= w %MApril + w %MMay + w %MJune

Consequently, weighting and adding together the quarterly values in a 7-term span with

the 7-term Henderson weights is the same as weighting and adding together the values

in the corresponding 21-term monthly span with a related set of weights. (In fact, given

that the weights of the 7-term Henderson filter are –0.059, 0.059, 0.294, 0.412, 0.294,

0.059, and –0.059, the first three weights in the 21-term weighting pattern are all –0.059,

the second three weights are all 0.059, the third three are all 0.294, and so on). This

21-term weighting pattern then defines a moving average which can be moved along the

monthly series in quarterly steps to give rise to the exact same quarterly estimates as are

derived by smoothing the quarterly series with the 7-term Henderson filter.

Now suppose the monthly flow series is smoothed using the 13-term Henderson filter.

These smoothed estimates will certainly not reflect quarterly behaviour, as they are only

based on accumulated month to month activity rather than accumulated quarter to

quarter activity. However, a quarterly indicator can be obtained by adding the monthly

smoothed estimates in each quarter together. Again, as each monthly smoothed

estimate is a weighted sum of monthly figures, and adding three of these weighted sums

7.2.2  Quarter ly and

monthly trend indicators
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The above discussion indicates that deriving a quarterly trend indicator from a monthly

flow series by applying the 13-term Henderson filter to the monthly series and then

adding the trend estimates together over quarters, can result in trend estimates with

different properties to those derived directly from quarterly series using the 7-term

Henderson filter. Hence, if strict comparability of trend indicators is desired between

monthly and quarterly flow data, original monthly flow data should be aggregated to

GRAPH 7.5  FILTERS GIV ING RISE TO QUARTERLY FLOW TREND
INDICATORS

FL O W SE R I E S  continued

together is the same as weighting the underlying monthly figures with a different set of

weights, this process is equivalent to applying a particular moving average directly to the

monthly figures. As 15 consecutive terms are required to determine three consecutive

13-term Henderson moving average calculations, this moving average has 15 terms,

where each weight is derived by adding together up to three particular weights from the

13-term Henderson filter.

As indicated above, applying the 7-term Henderson filter to the quarterly flow series is

the same as applying a particular 21-term moving average to the underlying monthly

series in quarterly steps, while applying a 13-term Henderson filter to the monthly flow

series and then adding the smoothed estimates together in quarters, is the same as

applying a particular 15-term moving average to the underlying monthly series in

quarterly steps. These two moving averages have different damping properties, as can be

seen from graph 7.5. For example, it can be seen that the 50% strength cut-off for the

21-term moving average is about 14 months (or 4.67 quarters) while the 50% cut-off for

the 15-term moving average is about 9 months (or 3 quarters). Consequently, the two

filters are likely to derive different smoothed estimates (and therefore different estimates

of movement) and they are also likely to derive smoothed estimates which capture

different behavioural characteristics of the underlying data (although how different these

characteristics are will depend upon what cycle strength exists in the series being

smoothed).

7.2.2  Quarter ly and

monthly trend indicators
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FL O W SE R I E S  continued

form a quarterly series, and this in turn seasonally adjusted and then filtered using the

7-term Henderson filter.

ST O C K SE R I E S

Again, in order to illustrate the differences between trend estimates derived from

monthly and quarterly stock series, it is necessary to consider stock data that is available

in the form of both monthly and quarterly series. Suppose a monthly stock series is

available, then a quarterly stock series can be derived from this series by taking every

third monthly figure. Thus, for example, the March, June, September and December

monthly figures for each year can be used to form a quarterly stock series. Note that the

values in this quarterly series then represent a regular 'stocktake' of activity once every

quarter, and give no information about activity at any other stage during the quarter.

Smoothing this quarterly series with the 7-term Henderson filter is then equivalent to

applying the 7-term Henderson weights to each of the monthly values that were used to

define the quarterly series, while taking no account of the other monthly values at all.

Thus, given that the weights of the 7-term Henderson filter are –0.059, 0.059, 0.294,

0.412, 0.294, 0.059, and –0.059, smoothing the quarterly series with the 7-term

Henderson filter is equivalent to moving along the monthly series in quarterly steps and

applying a 19-term filter with weights –0.059, 0, 0, 0.059, 0, 0, 0.294, 0, 0, 0.412, 0, 0,

0.294, 0, 0, 0.059, 0, 0, –0.059.

Now suppose the monthly stock series referred to above has been smoothed using the

13-term Henderson filter. A quarterly indicator can then be derived by taking every third

estimate of this smoothed monthly series, such as the March, June, September and

December smoothed estimates. These estimates are not the same as the estimates

determined directly from the quarterly stock series using the 7-term Henderson filter

however, as they are based on different monthly observations and have been derived

using different weights. For example, the March smoothed estimate obtained from the

monthly series will be a function of the 13 monthly values centred around March, which

involves all the monthly values from the previous September to the following

September. In contrast, the smoothed estimate obtained for March from the quarterly

series will be based solely upon the 7 monthly values used to derive the quarterly series

about March, namely, the June, September, and December values immediately before

and after March. Whereas March would receive a weight of 0.24 in the 13-term

Henderson calculation, it would receive a weight of 0.412 in the 7-term Henderson

calculation, the previous December would receive a weight of 0.066 compared to 0.294,

the previous September a weight of –0.019 compared to 0.059, and so on. As a result, it

can be seen that the two smoothing procedures correspond to applying different filters

to the underlying monthly series, and may therefore give rise to smoothed series which

capture different behavioural characteristics. The damping properties of these two filters

are shown in graph 7.6.

7.2.2  Quarter ly and

monthly trend indicators

continued

11 4 A B S • A GU I D E T O I N T E R P R E T I N G T I M E SE R I E S — MO N I T O R I N G T R E N D S • 1 3 4 9 . 0 • 2 0 0 3

CH A P T E R 7 • P R A C T I C A L CO N S I D E R A T I O N S



As previously stated, the ABS uses the 13-term Henderson filter to determine trend

estimates for monthly series, and the 7-term Henderson filter to determine trend

estimates for quarterly series. Applied to monthly and quarterly series respectively, these

filters capture the medium-term business cycles and the long-term cycles associated with

the trend, while simultaneously eliminating a substantial amount of the short-term

irregularity present in time series. While this approach satisfies general user needs, there

may be situations in which it is desirable to capture different behavioural characteristics

from a particular series. In these situations, it may be useful to consider choosing a

Henderson filter with different filtering characteristics to smooth the series. The ABS has

developed procedures that permit it to use Henderson filters of length 5–33 terms, and

the impact of each of these filters on cycle strength is summarised in table 4.5.

When choosing the length of Henderson filter to be used to smooth a particular series, a

number of issues should be taken into account. Firstly, it is important to consider what

behavioural characteristics the filtering process should capture, so that a filter can be

chosen which will effectively reduce or eliminate the range of unwanted cycles. A second

issue to consider is the extent to which revisions can be tolerated in the most recent

trend estimates. This is important when choosing filter length, because the longer the

7 . 3  F I L T E R I N G

RE Q U I R E M E N T S

7.3.1  Fil ter length

Again, the above discussion illustrates how trend indicators derived from quarterly stock

series using the 7-term Henderson filter may have different properties from those

obtained from monthly stock series by applying the 13-term Henderson filter.

Consequently, if strict comparability is required between the trend indicators for

monthly and quarterly stock series, then the monthly stock data should be used to

derive a quarterly stock series, which should in turn be seasonally adjusted and then

smoothed with the 7-term Henderson filter.

GRAPH 7.6  FILTERS GIV ING RISE TO QUARTERLY STOCK TREND
INDICATORS

ST O C K SE R I E S  continued7.2.2  Quarter ly and

monthly trend indicators

continued
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There are a number of other practical considerations to note when filtering series to

obtain trends. Firstly, the 13 and 7-term Henderson filters do not eliminate the seasonal

cycle in monthly and quarterly data respectively. Consequently, these filters should not

be applied to respective monthly or quarterly series that contain seasonal patterns, as

some of the strength of these patterns of behaviour will pass into the smoothed series,

7.3.2  Other

considerat ions

30.1822.8117.7714.6813.0031
21.0615.9312.4210.279.1021

7.745.884.633.883.497

90%75%50%25%10%

No.

te rms

TABLE 7.5  HENDERSON MOVING AVERAGE GAIN, A t ind ica ted cyc le
length (measured in per iods )

Henderson filter employed, the more surrogate filters are required to determine trend

estimates at the end of the series, and therefore the more recent trend estimates are

subject to revision. As revisions can affect the timely detection of stable turning points

near the end of a series, this may be particularly relevant to those focusing on behaviour

at the current end.

Filter selection may also be related to what cycles are present in the data to be smoothed

and to what extent. For instance, suppose in a monthly series a user wishes to dampen

all cycles whose length is shorter than a year. As the 50% cycle strength threshold for the

21-term Henderson filter is about 12 periods (refer to table 7.5) this may seem an

appropriate filter to apply. However, if the short-term cyclical variations in the data are

only in the range of 5 months or less, then as the 50% threshold for the 7-term

Henderson filter is about 5 periods, this filter could be used to achieve the same goal.

The 7-term Henderson filter would then have a less severe end-point problem than the

21-term Henderson filter, and only the last three smoothed estimates would require the

use of surrogate filters, rather than the last ten.

In some situations it may seem that a longer Henderson filter is required to achieve the

damping objective. However in these cases the problem of having additional revisions at

the end of the series may be such that it is not considered practical to use a filter of this

length, and a shorter filter may be selected as a compromise. For example, suppose a

user is not interested in capturing short-term cyclical behaviour in the region of one year

or less, and these cycles are thought to contribute significantly to the behaviour of a

monthly series. In order to sufficiently remove the influences of these cycles, it may

seem appropriate to choose a Henderson filter with particularly strong reduction

characteristics in the short-term range. This would require the use of a 31-term

Henderson filter, which will leave less than 10% of the strength of cycles shorter than 

13 months remaining in the series (see table 7.5). While this filter might seem the most

desirable to achieve the dampening objective, the last 15 months would have to be

estimated using surrogate filters and would therefore be subject to revision. As a result, it

may be more practical to use the 21-term Henderson filter, which still eliminates 50% or

more of the strength of cycles shorter than a year, and which will have a less severe

end-point problem.

7.3.1  Fil ter length
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thereby producing a misleading trend indicator. As a result, these filters should only be

used to determine trend estimates from data that has been seasonally adjusted or is

non-seasonal.

Another consideration is the amount of data that must be available before trend

estimates can be determined for a new series. As indicated above, if a new series contains

the classic annual seasonal cycle, then the series will have to be seasonally adjusted

before smoothing can be undertaken. This requires a significant amount of data to be

available, as a minimum of three years of data is required to seasonally adjust a series,

and usually more than five years of data is required before the seasonal adjustment can

be considered reliable. If a new monthly series is non-seasonal, then the shortest period

of data that could be smoothed by a symmetric 13-term Henderson filter and its

surrogates is thirteen months — the first and last six trend values being obtained by

using the surrogate filters. Similarly, when using the 7-term Henderson filter and its

surrogates to smooth a non-seasonal quarterly series, a minimum of seven observations

would be required.

7.3.2  Other

considerat ions  continued
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CHAP T E R 8 CO N C L U S I O N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

This Information Paper has discussed the distinguishing characteristics of the original,

seasonally adjusted and trend series, and has explained why it is difficult to identify the

underlying behaviour of the series from either the original or seasonally adjusted data. In

the case of the original data, the seasonal and irregular factors obscure the relatively

subtle changes of the trend. In the case of the seasonally adjusted data, the irregular

variation generally dominates the behaviour of the period to period movements,

obscuring the trend. Given that the irregular variation is attributable to statistical errors

and very short lived socioeconomic events, it is important to recognise the adverse

impact reliance on these movements may have for business decisions, policy advice,

commentary and analysis.

This paper has also illustrated how a number of other indicators of socioeconomic

activity commonly derived from original and seasonally adjusted series can provide

misleading information when taken to represent trend behaviour. Some of these

indicators are strongly influenced by the irregular component. Other indicators give a

distorted impression of the shape and level of turning points in the trend, or delay their

detection. Such deficiencies may lead to incorrect assessments being made about leads

and lags in economic systems or result in the misinterpretation of cause and effect

relationships.

To minimise these common difficulties, the ABS is producing trend estimates for a

widening range of subject areas. The statistical procedure used smoothes out a

significant proportion of the high frequency irregularity in a series, while simultaneously

tracking the types of curvatures present in the series and accurately capturing the timing

of trend turning points. These features allow recent turning points and rates of increase

or decrease to be detected quickly, facilitating the responsive setting of appropriate

policies and commercial actions.

ABS trend estimates generally provide a reliable indicator of trend behaviour, however

their usefulness as a 'current' indicator can be reduced whenever there is a high degree

of irregular variation present in the original and seasonally adjusted data. Abrupt changes

in the time series characteristics of the original series components may also impact on

the reliability of the trend estimates, although such occurrences also affect the original

and seasonally adjusted series and generally to a larger extent. Particular care must

therefore be exercised when attempting to infer trend behaviour from either the

original, seasonally adjusted or trend series in these situations.

Given the nature of time series, as discussed in this paper, the ABS generally

recommends that those using its statistics for the purpose of monitoring underlying

trends should pay attention to its explicit trend estimates. These non-seasonal and

non-irregular series generally provide a superior guide to the underlying impact of

SU M M A R Y
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socioeconomic forces, than do the alternative measures of trend behaviour commonly

derived from original and seasonally adjusted data.

This paper describes the most commonly used method in ABS to produce the trend

estimates - smoothing seasonally adjusted estimates by applying an appropriate

Henderson filter (and its surrogates).

As mentioned in Chapter 6 both seasonally adjusted series and trend estimates are

subject to revisions as new observations may result in changes in the estimated seasonal

pattern and in using better smoothing filters for the latest part of the series. However,

the revisions of trend estimates are relatively larger and converge quicker to the final

estimates than the revisions of seasonally adjusted series do.

To reduce the revisions in size and length,  the ABS will continue conducting its own

research and development, and evaluating new methods and informing its users once

the new methods are proved to be valuable in improving the quality of ABS statistics.
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APP E N D I X 1 BE N C H M A R K SE R I E S . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

=
$
i=0

2
SAt−i

$
j=0

2
SAt−j−12

− 1 % 100%

Col. 8  Yearly percentage change of s.a. 3-month

=
$
i=0

2
SAt−i

$
j=0

2
SAt−j−3

− 1 % 100%

Col. 7  Quarterly percentage change of s.a. 3-month

=
$
i=0

11
SAt−i

$
j=0

11
SAt−j−12

− 1 % 100%

Col. 6  Yearly percentage change of s.a. 12-month

=
$
i=0

11
SAt−i

$
j=0

11
SAt−j−1

− 1 % 100%

Col. 5  Monthly percentage change of s.a. 12-month

= (SAt÷SAt−12 − 1) % 100%
Col. 4  Yearly percentage change of s.a.

= (SAt÷SAt−1 − 1) % 100%
Col. 3  Monthly percentage change of s.a.

= (Tt÷Tt−1 − 1) % 100%
Col. 2  Monthly percentage change of trend

= SAt

Table A11 compares the performance of various popular forms of analysis, in order to

determine how well they pinpoint the turning points of the Unemployed Persons series,

a major economic indicator. Column 1 contains the seasonally adjusted (s.a.)

Unemployed Persons series as published by the ABS. This series has been smoothed by

the procedure discussed in this paper, to produce a series of trend estimates, also as

published by the ABS. The month to month percentage changes of the ABS trend series

appear in column 2. This series is the benchmark series, disclosing turning points

whenever the growth rate in column 2 changes sign, for example, in Jul/Aug 1983,

Nov/Dec 1985, Mar/Apr 1987, Oct/ Nov 1989, Nov/ Dec 1992, Apr/ May 1993, Sep/Oct

1993, Jun/Jul 1995 Apr/May 1997, Mar/Apr 1998, etc. Columns 3 to 12 show to what

extent alternative forms of analysis of the seasonally adjusted Unemployed persons series

delay the detection of the turning points evident in column 2.

Col. 1  Benchmark series — seasonally adjusted
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— nil or rounded to zero (including null cells)

6.395.74–3.783.241.98–0.960.350.131.530.33–0.78417.00Sep–80
6.712.848.963.292.892.170.530.354.351.45–0.37415.60Aug–80
7.251.6516.900.592.773.98–0.250.010.12–3.870.13409.70Jul–80
5.111.4017.648.901.514.15–0.100.354.231.860.66426.10Jun–80

–0.89–0.844.505.91–1.101.11–0.440.333.992.101.05418.40May–80
–3.73–2.63–1.601.35–2.97–0.40–0.72–0.30–3.473.290.99409.70Apr–80
–2.25–2.11–6.09–5.07–2.23–1.56–0.03–0.31–3.64–0.750.57396.70Mar–80
–0.80–1.06–6.01–4.01–1.91–1.540.34–0.15–1.78–2.020.06399.70Feb–80
–1.52–1.87–5.80–0.51–2.14–1.480.02–0.11–1.271.03–0.36407.90Jan–80
–1.97–2.091.74–2.780.170.43—–0.23–2.671.12–0.55403.80Dec–79
–1.31–2.164.70–5.122.311.16—–0.21–2.48–5.00–0.27399.30Nov–79
–2.21–2.482.965.211.410.73—0.475.872.34—420.30Oct–79
–2.210.05–5.541.370.16–1.41—0.303.703.120.05410.70Sep–79
–3.011.42–6.98–4.98–0.98–1.79—–0.43–4.99–2.67–0.07398.30Aug–79
–2.761.12–7.120.200.91–1.83—0.172.040.08–0.20409.20Jul–79
2.352.471.240.061.790.31—0.010.171.62–0.31408.80Jun–79
6.073.541.14–2.782.010.28—0.040.54–5.21–0.44402.30May–79
5.164.941.818.10–0.040.45—0.394.663.10–0.39424.50Apr–79
2.591.913.472.29—0.86—0.070.811.170.07411.70Mar–79
1.09–0.4011.24–0.73—2.70—–0.46–5.28–1.510.41406.90Feb–79
4.72–0.268.61——2.09———–0.400.56413.20Jan–79
1.23—1.71——0.42———1.310.53414.80Dec–78

–1.90—–8.14——–2.10———3.140.35409.50Nov–78
–4.98—0.96——0.24———0.250.16397.00Oct–78

——0.76——0.19———–5.520.19396.00Sep–78
——4.75——1.17———4.530.01419.20Aug–78
——–10.58——–2.76———–1.75–0.24401.00Jul–78
—————————2.00–0.41408.20Jun–78
—————————–1.33–0.59400.20May–78
—————————–0.69–0.77405.60Apr–78
—————————–4.94–0.69408.40Mar–78
———————————429.60Feb–78

Col. 12Col. 11Col. 10Col. 9Col. 8Col. 7Col. 6Col. 5Col. 4Col. 3Col. 2Col. 1Date

TABLE A1  COMPARISON OF COMMONLY USED INDICATORS — UNEMPLOYED PERSON SERIES
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Graph A1 shows that a turning point (indicated by a vertical line) at July/August 1983 is

correctly detected by the trend movement (changing from postive to negative). All the

rest of the methods detect the turning point much later or are problematic in terms of

certainty.

UN E M P L O Y E D PE R S O N :

CO M P A R I S O N OF CO M M O N L Y

US E D IN D I C A T O R S  continued

–6.15–8.46–5.40–6.56–8.27–1.38–9.10–0.72–8.180.91–0.18618.30Jan–85
–9.94–10.35–5.12–9.32–9.39–1.30–8.18–0.72–8.30–1.87–0.34612.70Dec–84
–8.76–9.10–7.33–7.36–11.38–1.89–7.37–0.73–8.350.33–0.36624.40Nov–84

–10.65–10.50–6.90–9.65–12.46–1.77–5.83–1.02–11.44–0.78–0.54622.30Oct–84
–10.75–9.78–14.52–10.52–13.16–3.85–3.43–1.29–14.16–0.73–0.72627.20Sep–84

–9.44–11.76–10.17–11.03–11.34–2.650.47–1.04–11.721.08–0.83631.80Aug–84
–10.35–12.36–14.24–14.70–11.35–3.774.57–1.20–13.57–4.29–0.99625.00Jul–84

–8.83–12.29–6.82–8.79–8.60–1.759.28–0.76–8.712.51–1.04653.10Jun–84
–13.93–13.56–8.69–14.50–7.48–2.2513.88–1.02–11.75–4.80–0.94637.10May–84
–14.23–13.29–6.28–7.15–4.10–1.6119.46–0.44–5.262.09–0.71669.20Apr–84
–15.49–11.99–10.80–11.34–1.14–2.8224.79–0.44–5.29–1.50–0.68655.50Mar–84
–13.20–7.03–18.86–9.061.36–5.0930.31–0.13–1.67–1.16–0.89665.50Feb–84
–12.34–3.00–21.51–6.575.98–5.8835.510.303.840.77–1.28673.30Jan–84

–8.362.93–19.94–7.6111.53–5.4140.410.162.03–1.92–1.61668.20Dec–83
–0.558.38–7.14–2.6224.31–1.8346.110.9112.52–3.05–1.69681.30Nov–83
7.2317.01–2.106.0036.01–0.5349.871.5121.23–3.83–1.54702.70Oct–83

15.6525.044.8919.6646.601.2052.572.7041.612.10–1.05730.70Sep–83
18.3634.856.5121.6050.401.5951.812.9947.75–1.04–0.46715.60Aug–83
28.1247.4217.4531.5254.044.1049.823.2650.811.090.29723.10Jul–83
35.7557.1027.5237.1757.426.2747.363.4152.71–0.910.91715.40Jun–83
55.3971.2531.5449.5459.467.0945.413.8458.812.201.34721.90May–83
72.5278.4339.7754.4258.028.7342.174.0061.012.061.66706.40Apr–83
85.8384.2644.5159.8056.559.6438.403.9758.562.272.13692.10Mar–83
91.1077.6183.5664.3856.5416.4034.363.8554.494.383.00676.80Feb–83
85.2065.01112.9563.0754.2020.8030.913.9356.62–0.994.10648.40Jan–83
82.5656.90138.9679.2750.2124.3326.294.2358.638.165.28654.80Dec–82
63.6345.8398.9465.3140.1818.7621.253.5147.334.456.16605.40Nov–82
44.7436.6961.0662.0631.4112.6517.543.3344.4912.346.52579.70Oct–82
31.8927.8139.4736.0723.188.6713.612.1928.556.536.13516.00Sep–82
28.2324.2134.5924.7722.767.7110.811.6421.161.014.95484.40Aug–82
28.4023.8830.0826.0222.326.798.661.5619.812.363.47479.50Jul–82
23.5919.3224.7325.3020.995.686.782.0427.723.052.30468.50Jun–82
20.0918.8322.1721.9115.625.133.351.5319.753.611.81454.60May–82
19.3117.9526.7416.7813.936.100.981.2315.730.511.74438.70Apr–82
15.0416.6922.4617.719.635.20–0.880.9411.51–0.351.88436.50Mar–82
17.5314.4218.0421.085.974.23–1.911.1814.635.811.79438.10Feb–82
16.5312.6212.329.602.612.95–3.400.263.030.291.44414.00Jan–82
18.4511.208.089.161.121.96–3.770.070.760.451.20412.80Dec–81
11.323.1317.028.94–0.424.01–3.710.344.092.441.15410.90Nov–81

8.79–0.8520.903.97–2.994.86–4.13–0.12–1.40–0.051.27401.20Oct–81
4.46–4.9629.823.44–3.296.74–4.28–0.33–3.740.411.37401.40Sep–81

–4.46–7.755.892.04–6.761.44–3.84–0.33–3.81–0.111.49399.80Aug–81
–9.66–11.62–2.101.87–8.58–0.53–3.17–0.20–2.309.121.38400.20Jul–81

–13.68–12.06–15.94–15.25–10.27–4.25–2.97–1.23–13.93–3.380.70366.80Jun–81
–10.92–9.96–13.79–11.01–6.09–3.64–1.41–0.80–9.260.14–0.17379.60May–81
–13.50–10.50–16.63–12.26–4.43–4.44–0.29–0.63–7.48–3.16–0.91379.10Apr–81
–10.47–8.59–11.35–7.09–2.40–2.970.04–0.11–1.322.44–1.37391.50Mar–81

–9.01–5.09–7.95–11.72–1.46–2.05–0.16–0.36–4.39–4.89–1.48382.10Feb–81
–7.48–1.18–10.26–3.38–0.39–2.670.05–0.12–1.50–1.93–1.23401.80Jan–81
–6.72–0.40–9.570.39–0.98–2.480.070.121.473.77–0.95409.70Dec–80
–1.012.79–10.06–6.40–0.95–2.62–0.28–0.09–1.13–2.96–0.92394.80Nov–80
5.606.42–4.62–1.570.83–1.18–0.39–0.27–3.20–2.43–0.91406.90Oct–80

Col. 12Col. 11Col. 10Col. 9Col. 8Col. 7Col. 6Col. 5Col. 4Col. 3Col. 2Col. 1Date
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provided h, j, k  and l are determined so that

a = h $
x=−n

+n

WxUx + j $
x=−n

+n

xWxUx + k $
x=−n

+n

x2WxUx + l $
x=−n

+n

x3WxUx

= $
x=−n

+n

(h + jx + kx2 + lx3)WxUx

These are linear equations in a,b,c and d, therefore we have:

s0a + s1b + s2c + s3d = $
x=−n

+n

WxUx,

s1a + s2b + s3c + s4d = $
x=−n

+n

xWxUx,

s1a + s2b + s3c + s4d = $
x=−n

+n

x2WxUx,

s1a + s2b + s3c + s4d = $
x=−n

+n

x3WxUx,

Or if we designate  by ,$
x=−n

+n
xrWx sr

$
x=−n

+n

(a + bx + cx2 + dx3)Wx = $
x=−n

+n

WxUx,

$
x=−n

+n

(ax + bx2 + cx3 + dx4)Wx = $
x=−n

+n

xWxUx,

$
k=−n

+n

(ax2 + bx3 + cx4 + dx5)Wx = $
k=−n

+n

x2WxUx,

$
k=−n

+n

(ax3 + bx4 + cx5 + dx6)Wx = $
k=−n

+n

x3WxUx.

The expression 'graduation by adjusted average' is used to include those methods by

which the graduated value of a function is determined by adding together a number of

adjacent terms each multiplied by a numerical factor. Summation formulas are thus

included as particular cases but other formulas are intended to be included which cannot

be expressed in the form of successive summations. We will first investigate the formula

which will arise when the graduated value is determined by fitting an algebraic function

of the third degree to the ungraduated values. It is known that in the case of an algebraic

function the method of least squares and the method of moments give identical results.

Let  denote the ungraduated value of the function corresponding to the graduatedU0

value to be determined and suppose that only terms from  to  are to be taken intoU−n Un

account and that  is the weight to be assigned to the term  for all values of x.Wx Ux

Then if  is the algebraic function determined and consequently, a thea + bx + cx2 + dx3

graduated value of  we have the following four equations in a, b, c and d:U0

BY RO B E R T HE N D E R S O N

Paper
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hs0 + ks2 or $
x=−n

+n

(h + kx2)Wx = 1,

hs2 + ks4 or $
x=−n

+n

x2(h + kx2)Wx = 0.

where

a = h $
x=−n

+n

WxUx + k $
x=−n

+n

x2WxUx

= $
x=−n

+n

(h + kx2)WxUx

Since a appears only in the first and third of these equations we have

s0a + s2c = $
x=−n

+n

WxUx,

s2b + s4d = $
x=−n

+n

xWxUx,

s2a + s4c = $
x=−n

+n

x2WxUx,

s4b + s6d = $
x=−n

+n

x3WxUx.

Thus far no limitations have been placed on the values of  so that none are placed onWx

those of  except the four conditions expressed above. If, however, we suppose thatVx

the values of  are all necessarily positive then the values of  will change sign alongWx Vx

with . Conversely any series of values of  satisfying these four(h + jx + kx2 + lx3) Vx

conditions and changing sign not more than three times, may be considered as derived

in this manner from a series of values of  of the form  , whereWx Vx÷(h + jx + kx2 + lx3)
the function  changes sign in the same intervals as .h + jx + kx2 + lx3 Vx

Suppose now that the values of  are symmetrical about , so that . Then,Wx W0 Wx = W−x

where r is odd, we have  since positive and negative terms will cancel one another,sr = 0
so that the four equations in a, b, c and d reduce to:

$
x=−n

+n

Vx = 1,

$
x=−n

+n

xVx = 0,

$
x=−n

+n

x2Vx = 0,

$
x=−n

+n

x3Vx = 0.

where

U∏0 = $
x=−n

+n
VxUx

If then we write  for  and put  for the graduated value of  weVx (h + jx + kx2 + lx3)Wx U0
∏ U0

have

hs0 + js1 + ks2 + ls3 or $
x=−n

+n

(h + jx + kx2 + lx3)Wx = 1

hs1 + js2 + ks3 + ls4 or $
x=−n

+n

x(h + jx + kx2 + lx3)Wx = 0

hs2 + js3 + ks4 + ls5 or $
x=−n

+n

x2(h + jx + kx2 + lx3)Wx = 0

hs3 + js4 + ks5 + ls6 or $
x=−n

+n

x3(h + jx + kx2 + lx3)Wx = 0

Paper  continued
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where the variable on both sides is y. Then the mean square of the error in  is!3U∏y

!3U∏y = $
z=−∞

+∞
Ux!3Vz−y

While the above summation is indicated as extending infinitely in both directions the

terms under the summation will vanish where  = 0.Vx

Let us now examine the conditions for the smoothest possible graduated series. In doing

so we shall tentatively adopt the usual criterion of smoothness, namely the smallness of

the mean square of the error in the third difference. Then

U∏y = $
x=−∞

+∞
VxUy+x = $

z=−∞

+∞
Vz−yUz where z = y + x

This result illustrates the fact that the same series of values of  may be derived fromVx

many different series for values of  .Wx

Let us now revert to the case where the values of  are not necessarily symmetrical andVx

suppose that graduated values are determined for a number of successive terms, the

same values of  being used for each. Then generally we haveVx

1; 627
640 ; 517

580 ; 121
160 ; 99

170 ; 33
80 ; 11

30 ; 11
64 ; 11

124 ; 11
320 ; 11

1340

and taking  as the factor it is2(33 − x2)÷385

1; 57
58 ; 47

52 ; 11
14 ; 9

14 ; 3
5 ; 1

6 ; 5
38 ; 5

68 ; 1
34 ; 1

140

In all of these cases the vanishing of  gives a suggestion of the transforming factor, butV5

in the case of Spencer's 21-term formula none of the terms vanish. The change of sign,

however, takes place between x = 5 and x = 6 and investigation shows that in order that

 should always decrease as x increases numerically the change of sign in theWx

transforming factor must occur between  = 29.5 and  = 33.25x2 x2

Taking  as the factor the series of weights is(30 − x2)÷175

1; 19
20 ; 29

35 ; 53
80 ; 7

15 ; 1
4 ; 8

55 ; 3
40 ; 2

65 ; 1
140

And in Karup's formula we have for the values of  to  inclusive,W0 W9

1; 1; 6
7 ; 5

8 ; 1
3 ; 1

4 ; 2
11 ; 1

12 ; 1
39

The value of  is indeterminate but the analogy of the neighbouring terms suggests theW5

value  or .5
20

1
4

Similarly in Higham's formula we have for the values of  to  inclusive,W0 W8

1; 1; 1; 7
16 ; 6

18 ; ?; 4
22 ; 3

24

Hence the values of  are also symmetrical. Conversely any symmetrical graduationVx

formula such that  with two changes of sign may be considered as derived from aVx = V−x

symmetrical set of weights  of the form  where  changes sign in theWx Vx÷(h + kx2) h + kx2

same intervals as  .Vx

It is interesting to determine the relative weights which would produce certain well

known summation formulas.

In Woolhouse's formula  to  inclusive are positive,   being equal to .  is zeroV0 V4 V0
1
5 V5

and  and  are negative. This suggests  as the transforming factor. ThisV6 V7 (25 − x2)÷125
gives the following series of values for  to  inclusive,  being, it will beW0 W7 W−x

remembered, equal to  for all values of x.Wx

Vx = (h + kx2)Wx

HerePaper  continued
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where h, j, k and l are to be determined from the four conditions limiting  .Vx

Vx = [(n + 1)2 − x2][(n + 2)2 − x2][(n + 3)2 − x2][h + jx + kx2 + lx3]

for values of x from –n to n inclusive.

But  includes terms from  to  inclusive. Therefore  must be an algebraic!6vx−3 vx−3 vx+3 vx

function of not more than the ninth degree for values of x from –(n+3) to n+3

inclusive.

But we know that  vanishes for six values of x, viz., –(n+3); –(n+2); –(n+1); n+1;Vx

n+2; and n+3; therefore  must be a factor of {(n + 1)2 − x2}{(n + 2)2 − x2}{(n + 3)2 − x2}
 which must therefore take the formVx

!6vx−3 = & + 'x + (x2 + )x3

for all values of the differentials satisfying these four equations, or in other words we

must have a relation of the form

$
x=−n

+n
!6vx−3*vx = 0

For the smoothest possible series with a graduation formula extending from –n to n

inclusive we must have

$
x=−n

+n

*Vx = 0,

$
x=−n

+n

x*Vx = 0,

$
x=−n

+n

x2*Vx = 0,

$
x=−n

+n

x3*Vx = 0.

But owing to the four conditions limiting  we have, where all values of  except thoseVx Vx

from  to  inclusive vanish:V−n Vn

$
x=−∞

+∞
−2!6vx−3*vx

and therefore the complete differential is

2(!3vx−3 − 3!3vx−2 + 3!3vx−1 −!3vx) = −2!6vx−3

since!3Vz−y(y variable) = - !3 Vx−3

But  is independent of z so that the expression reduces to the product of$
x=−∞

+∞
(!3vx−3)2

two factors, one of which, , is independent of the graduation formula. It is only$
z=−∞

+∞
ez

2

necessary therefore to consider the conditions for a minimum value of .$
x=−∞

+∞
(!3vx−3)2

The differential coefficient of this sum with respect to  isVx

$
y=−∞

+∞

$
z=−∞

+∞
ez

2(!3Vz−y)2 = $
z=−∞

+∞
ez

2 $
y=−∞

+∞
(!3Vz−y)2

= $
z=−∞

+∞
ez

2 $
x=−∞

+∞
(!3Vx−3)2

where  is the mean square of the error in . Summing this for all values of y andez
2 UZ

assuming that, except for a finite range of values of z,  vanishes, we have for the sumez
2

$
z=−∞

+∞
ez

2(!3Vz−y)2
Paper  continued
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R0 = 1

R2 = 1
3 + 1

6m2

R4 = 1
5 + 1

3m2 − 1
30m4

R6 = 1
7 + 1

2m2 − 1
6m4 + 1

42m6

R8 = 1
9 + 2

3m2 − 7
15m4 + 2

9m6 − 1
30m8

R10 = 1
11 + 5

6m2 − 1
m4 + 1

m6 − 1
2m8 + 5

66m10

LetRt = $
x=−(m−1)

+m
xt

2mt+1

therefore

Vx = (h + kx2)[m2(m2 − 1)2 − (3m4 + 1)x2 + (3m2 + 2)x4 − x6]

= (h + kx2)[(m2 − x2)3 − 2(m4 − x4) + (m2 − x2)] ; m = n + 2

Proof,

Vx = 315[3m2−(16+11x2)][m2−(x−1)2][m2−x2][m2−(x+1)2]
8m(m2−1)(4m2−1)(4m2−9)(4m2−25)

See addendum, Vol. XIX, p.29, where it is stated that putting m = n + 2, so that number

of terms = 2m – 3.

Handwrit ten Note

The same formula is thus obtained as before, since only relative weights affect the final

result. We thus see that the smoothest possible graduated series from a formula of given

range is obtained by assigning the smoothest possible series of weights to the successive

terms.

In the preceding investigation it has been assumed that the weight assigned to a term

depends only on its distance from the term for which the graduated value is being

determined. In view, however, of the fact that the intrinsic weights of the terms of the

ungraduated series are sometimes known to vary from term to term it may be desirable

to take these variations into account and to assign to each term a weight calculated as

the product of two factors one , peculiar to the term itself and the other Wz = Wy+x

 dependent only on the distance. We must then substitute  for  andWx = Wz−y WxWy+x Wx

consider the series as probably not symmetrical. Analogy would suggest that the

smoothest series of graduated values would be obtained by giving to  values inverselyWz

proportional to  and to  the same values as before. The problem of testing thisez
2 Wx

suggestion is left to the readers.

Wx = W[(n + 1)2 − x2][(n + 2)2 − x2][(n + 3)2 − x2]

Suppose now, to obtain another view of the matter we approach it from the standpoint

of a smooth series of weights and determine the condition for a minimum value of 

 subject to the condition that all values of  except those from  to $
x=−∞

+∞
(!3Wk)2 Wx W−n Wn

inclusive should vanish and that  . In this case we have by reasoning similar to$
x=−n

+n
Wx = K

the above a relation  for values of x from –n to n inclusive. Hence  is of the!6Wx−3 = k Wx

sixth degree from –(n+3) to n+3 inclusive. But  vanishes for the six values of x,Wx

–(n+3); –(n+2); –(n+1); (n+1); (n+2); (n+3);  hence  takes the form:Wx

Vx = (h + kx2)Wx

This is seen to be exactly the formula which would be arrived at by assigning weights 

 and as the values of  are symmetricalWx = {(n + 1)2 − x2}{(n + 2)2 − x2}{(n + 3)2 − x2} Wx

we see that j and l vanish and the expression reduces to

Paper  continued
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Let  and  . Then ,h = (3m2 − 16)l k = −11l 9h + (m2 − 4)k = (16m2 − 100)l = 4(4m2 − 25)l

m(m2 − 1)(4m2 − 1)(4m2 − 9)
315 {9h + (m2 − 4)k} = 1

2

m(m2 − 1)(m2 − 4)(4m2 − 1)(4m2 − 9)
3465 {11h + (3m2 − 16)k} = 0.

or

1
2 $

x=−(m−1)

+m

x2Vx = h[m9(R2 − 3R4 + 3R6 − R8) − 2m7(R2 − R6) + m5(R2 − R4)]

= +k[m11(R4 − 3R6 + 3R8 − R10) − 2m9(R4 − R8) + m7(R4 − R6)]

= 0

1
2 $

x=−(m−1)

+m

Vx = h[m7(R0 − 3R2 + 3R4 − R6) − 2m5(R0 − R4) + m3(R0 − R2)]

= +k[m9(R2 − 3R4 + 3R6 − R8) − 2m7(R2 − R6) + m5(R2 − R4)]

= 1
2 ;

Then since  ,  and  all vanishV−(m−1) Vm−1 VmHandwrit ten Note  continued
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APP E N D I X 3 HE N D E R S O N MO V I N G AV E R A G E WE I G H T S . . . . . . . . .

where  is the frequency.+

G(+) = $
i=−m

m
Wj cos(+j)

where  .−m [ j [m

The Gain function can be calculated by the following formula:

wj = 315[(m+1)2−j2][(m+2)2−j2][(m+3)2−j2][3(m+2)2−11j2−16]
8(m+2)[(m+2)2−1][4(m+2)2−1][4(m+2)2−9][4(m+2)2−25]

The symmetric Henderson moving averages can be computed for any number of odd

terms, from 3 onwards. The general formula for each particular weight in the Henderson

moving average of length 2m+1 is:

— nil or rounded to zero (including null cells)

–0.001——————+16
–0.004——————+15
–0.008——————+14
–0.010——————+13
–0.011——————+12
–0.010–0.004—————+11
–0.005–0.011—————+10
0.003–0.016—————+9
0.014–0.015—————+8
0.027–0.005—————+7
0.0420.013–0.019————+6
0.0580.039–0.028–0.028———+5
0.0720.0680.000–0.027–0.041——+4
0.0850.0970.0650.036–0.010–0.059—+3
0.0950.1220.1470.1410.1180.059–0.073+2
0.1010.1380.2140.2390.2670.2940.294+1
0.1030.1440.2400.2780.3310.4130.5590
0.1010.1380.2140.2390.2670.2940.294–1
0.0950.1220.1470.1410.1180.059–0.073–2
0.0850.0970.0650.036–0.010–0.059—–3
0.0720.0680.000–0.027–0.041——–4
0.0580.039–0.028–0.028———–5
0.0420.013–0.019————–6
0.027–0.005—————–7
0.014–0.015—————–8
0.003–0.016—————–9

–0.005–0.011—————–10
–0.010–0.004—————–11
–0.011——————–12
–0.010——————–13
–0.008——————–14
–0.004——————–15
–0.001——————–16

33231311975Per i

od /

Te r

ms

TABLE A2  SYMMETRIC HENDERSON FILTER WEIGHTSHE N D E R S O N MO V I N G

AV E R A G E WE I G H T S
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and therefore

W = 1
7 $j=1

6

Wj = 0.3799714
7 = 0.05428163

b = 0.1039379
1 + 0.1039379 % 8%7%6

12
$
j=0

6

j Wj + 0.05428163 = 0.04226406

a = 0.05428163 + 6
2 % 0.04226406 = 0.1810783

Then, for i=0,

' = 4
3.1415926%3.52 = 0.1039379

where EWP stands for the End Weight Parameter.  For example, for a 13-term Henderson

filter and an end weight parameter of 3.5, the surrogate weights are computed as follows:

EWP=3.5, and therefore

W = 1
m + i + 1 $j=i+1

m

Wj

' = 4
,(EWP)2

and

a = W + m − i
2 b

b = '
1 + ' (m+i+2)(m+i+1)(m+i)

12

$
j=−i

m

j Wj + W

where  and  = weight j of the main Henderson filter.−m [ j [ i Wj

Wj
(i) = a + bj + Wj

for , where  is the seasonally adjusted series value at time N-i+j.i = 0, 1,¢, m − 1 AN−i+j

The weights are computed as follows:

TN−i = $
j=−m

i
Wj

(i)AN−i+j

This Appendix gives the formula for the derivation of the weights of the surrogate filters,

under the conditions specified in section 5.1. The filter design features are explained in

Doherty (2001).

If the most recent time period for which data has been observed is period N, then the

last smoothed observation that can be determined using a 2m+1 term Henderson filter

is the (N–m)th.  Thus for each period N-i with , a surrogate filter is required0 [ i [m − 1

to determine a smoothed estimate.  Consequently, a symmetric Henderson moving

average of length 2m+1 has m surrogate filters, surrogate filter i ( ) being0 [ i [m − 1
used to calculate the smoothed estimate for period N–i.  Surrogate filter i has m+i+1

weights  , which are applied to the last m+i+1 series observations, that is, weight Wj
(i)

 is applied to the observation from period N-i+j, where  .  Thus, the trend TWj
(i) −m [ j [ i

at time point N-i is given by

SU R R O G A T E F I L T E R S
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The Gain function of an asymmetric Henderson filter can be calculated by

G(+) = $
j=−m

i
Wj

(i) cos(+j)
2

+ $
j=−m

i
Wj

(i) sin(+j)
2

G2 = 12
(2m+1−k)(2m−k)(2m+2−k)'

where

- = G2

1+G2

The surrogate weights for i>1 can be obtained in a similar fashion.

It should be noted that in relation to the discussion given in section 5.2, the weights

derived by extending the series k periods into the future are the weights  specified byWj
(i)

the equation above with i = m–k.  Furthermore, the parameter , used to define the-

slope of the extended path associated with the kth surrogate, is given by

W−6
(1) = 0.05217677 − 6 % 0.01258897 − 0.0193499 = −0.0427069

W−5
(1) = 0.05217677 − 5 % 0.01258897 − 0.0278638 = −0.0386319

W−4
(1) = 0.05217677 − 4 % 0.01258897 + 0.0000000 = +0.0018209

W−3
(1) = 0.05217677 − 3 % 0.01258897 + 0.0654918 = +0.0799016

W−2
(1) = 0.05217677 − 2 % 0.01258897 + 0.1473565 = +0.1743553

W−1
(1) = 0.05217677 − 1 % 0.01258897 + 0.2143368 = +0.2539245

W0
(1) = 0.05217677 − 0 % 0.01258897 + 0.2400572 = +0.2922339

W1
(1) = 0.05217677 + 1 % 0.01258897 + 0.2143368 = +0.2791025

and therefore

W = 1
8 $j=2

6

Wj = 1
8 % 0.1656347 = 0.02070433

b = 0.1039379
1 + 0.1039379 % 9%8%7

12
$

j=−1

6

j Wj + 0.02070433 = 0.01258897

a = 0.02070433 + 5
2 % b = 0.05217677

For i=1,

W−6
(0) = 0.1810738 − 6 % 0.04226406 − 0.0193499 = −0.0918604

W−5
(0) = 0.1810738 − 5 % 0.04226406 − 0.0278638 = −0.0581103

W−4
(0) = 0.1810738 − 4 % 0.04226406 + 0.0000000 = +0.0120176

W−3
(0) = 0.1810738 − 3 % 0.04226406 + 0.0654918 = +0.1197734

W−2
(0) = 0.1810738 − 2 % 0.04226406 + 0.1473565 = +0.2439022

W−1
(0) = 0.1810738 − 1 % 0.04226406 + 0.2143368 = +0.3531465

W0
(0) = 0.1810738 − 0 % 0.04226406 + 0.2400572 = +0.4211310

SU R R O G A T E F I L T E R S  continued
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The properties and characteristics of the frequency set (or fluctuations) exhibited by a
time series. For a continuous time series this set ranges from zero frequency (for a
straight line trend) to infinity. For a discrete time series the frequency range is from
0 to 1/2 (cycle per unit time), as the highest frequency observable (called the Nyquist
frequency — Jenkins, 1968) in this case is a cycle of length 2 time units. All higher
frequencies alias, or are indistinguishable from, other cycles in the stated range. The
frequency domain is an alternative to the time domain, for examining the behaviour of a
time series.  Analysis of a time series in the frequency domain usually involves the
Spectral analysis.

Frequency domain analysis

A cyclical fluctuation which repeats itself once every p time units (ie. has cycle length p)
is said to have frequency = 1/p. The frequency is the fraction or multiple of the cycle's
length that passes by in one time unit.

Frequency

A transformation of time series data to isolate certain frequency components, for
example trend or seasonal filters.

Filter

The elapsed time, or number of time units, for each repetition of a cycle.Cycle length

A regularly repeating fluctuation in a time series. Strictly speaking, the length of the cycle
should be fixed, for example, 1 year for the fundamental seasonal cycle. However the
term is also used for less regular repetitions, for instance, the business cycle.

Cycle

Refer to polynomial.Cubic polynomial

The cycle of recession and recovery apparent in some economic time series.Business cycle

Sometimes the divisor L – k –1 is used instead of L to give an unbiased estimate.

.(k) = c(k) = 1
L $t=1

L−k
(xt − x)(xt+k − x)

where  is the mean or expected value of the series at time t. For a stationaryMt = E(Xt)
series neither the mean nor the autocovariances depend on t and we may write 

 . Using this notation,   is the variance of the time series..(k) = E[(Xt − M)(Xt+k − M)] .(0)
Given a sample realisation of a time series of length L, we may estimate the
autocovariance using the formula

.(t, t + k) = cov(Xt, Xt+k) = E[(Xt − Mt)(Xt+k − Mt+k)]

The autocovariance of a time series X at lag k is the covariance of observations k time
units apart. Denoted by  the autocovariance is given by.(t, t + k)

Autocovariance

"(k) = r(k) = c(k)
c(0)

estimated as

"(k) = .(k)
.(0)

The autocorrelation coefficient at lag k is the autocovariance at lag k, divided by the
variance of the series. Denoting the autovariance by , and the variance by , the.(k) .(0)
autocorrelation  is given by"(k)

Autocorrelation

Amplitude is a non-negative number measuring the size of the peak (and/or trough) of a
cycle.

Amplitude

The value of a data point, or movement, ignoring its sign.Absolute value
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ao + a1x + a2x2 + a3x3 + ...... + anxn

A polynomial of degree n is an algebraic expression of the form:Polynomial

is the conjugate of  .A(+)

A symmetric linear filter produces no appreciable phase shift.

a(+) =
[A(+) + A(+)]

2

b(+) =
[A(+) − A(+)]

2i

the angle of the transfer function  at frequency  , whereA(+) +

Arg[A(+)] = Arc tan
b(+)
a(+) =





 

 

 

 

 

 
 

arctan
b(+)
a(+) , a(+) > 0

arctan
b(+)
a(+) + ,, a(+) < 0, b(+) ú 0

arctan
b(+)
a(+) − ,, a(+) < 0, b(+) < 0

,
2 , a(+) = 0, b(+) ú 0
,
2 , a(+) = 0, b(+) < 0

 

 

 

 

 

 

 

 
 

The time lag that exists between the filter output and the filter input. When a filter is
applied to a time series, as well as changing the amplitude of cycles of a particular
frequency, it may also alter their phase. For example, differentiating a sine curve gives a
cosine curve, a shift of – 2  /4 radians from the original cycle. The phase shift of a linear,
filter is given by

Phase shift

A measure of the position of a cycle relative to the time frame of observation.Phase

The maximum point within a repetition of a cycle.Peak

A linear filter the weights of which sum to 1. A simple moving average has equal weights.Moving average

 is the transfer function of the linear filter whose absolute value  gives the gainA(+) A(+)
caused by the filter at frequency  and whose argument gives the phase shift. If the+
weights  sum to 1 the linear filter is sometimes called a moving average. In this caseaj

the filtered series has the same level as a constant input series. If the weights are
symmetric ( ) the phase shift of the filter is negligible for those cycles remainingaj = a−j

with appreciable strength.

A(+) = $
j=−∞

∞
aje−i+j = A(+) ei Arg[A(+)]

The properties of the linear filter are given by the function

Yt = $
j=−∞

∞
ajxt+j

A filter consisting of a linear combination of the observations of a time series. Thus
applying a linear filter with weights  to a time series  gives a new series {at} {Xt} {Yt}
defined by

Linear filter

The remaining component of a series after taking account of seasonal and trend
components. This variation is caused by chance events such as unusual weather
conditions, industrial disturbances, political pronouncements, statistical errors, etc.
affecting particular values of the series.

Irregular or Residual/irregular

where  is the jth weight of a linear filter with weights aj

 ,  is the frequency usually expressed in radians and { a - ∞ , .... , a - 1 , a0 , a1 , .... , a∞} +
 j is the product of the frequency and the integer j.+

G(+) = $
j=−∞

∞
aj cos(+j)

2
+ aj sin(+j)

2

The change in amplitude of a cycle caused by the application of a filter. If the gain for
cycles of a particular frequency is greater than 1, cycles of this frequency are said to be
amplified, if the gain is less than 1, attenuation is said to occur. The gain of a linear filter
is given by

Gain

13 4 A B S • A GU I D E T O I N T E R P R E T I N G T I M E SE R I E S — MO N I T O R I N G T R E N D S • 1 3 4 9 . 0 • 2 0 0 3

GL O S S A R Y



The minimum point attained within a repetition of a cycle.Trough

The longer term movement of a time series. For an economic time series the trend is
usually a movement due to population and economic growth. In discussions of seasonal
adjustment, trend is often used to mean trend and business cycle.

Trend

A set of observations made sequentially or chronologically in the time domain.Time series

The properties and characteristics a time series in relation with the timing of
observations. Analysis of a time series in the time domain usually involves the
autocovariance (or autocorrelation) function.

Time domain analysis

A series is said to be stationary if neither its mean nor its autocovariance depend on time.
This is weak or second-order stationarity. Strong stationarity requires time independence
of the entire distribution of the observations of the series, not just the first and second
order moments.

Stationary

The Fourier transformation of the autocovariance function of a stationary series.
Substituting the autocorrelation function in the transformation instead of the
autocovariance function gives the spectral density function. The area under the spectrum
is equal to the variance of the series.

Spectrum

f(+) = 1
2, ["(0) + 2 $

k=1

∞
"(k) cos(+k)]

which, because cos(k)  = cos(-k), is the same as

f(+) = 1
2, $k=−∞

∞
"(k) $ e−i+k, 0 < +< ,

A Fourier transformation of the autocorrelation function. The area under the spectral
density function is equal to unity. It is a function, f, of frequency  , denoted by  ,+ f(+)
given by

Spectral density function

Analysis of the variation of a time series in the frequency domain employing the spectral
density function or the spectrum.

Spectral analysis

See Time series.Series

The component of behaviour arising from seasonal influences and other systematic
calendar related effects.

Seasonal

ao + a1x + a2x2 + a3x3

A cubic polynomial has the form:Polynomial continued
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